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ABSTRACT  
 
In modern era digital signal processor are the crucial components of the communication system setup. The essential part of the digital signal 

processors are multipliers, which helps to control the communication speed and also plays key role in other various applications such as 

Image Processing. Real time multimedia applications necessitate high speed computations. The key arithmetic operation i.e. Multiplication 

process depletes most of the time and hardware resources of a processor among all the arithmetic operations. Therefore, it necessitates a 

fast multiplier to be designed for enhancing the system performance. Procedure such as multiply, accumulate and inner products are the 

frequently used computation intensive arithmetic functions. These functions are applied to process many computations such as Fast Fourier 

Transform (FFT), filtering and convolution. These multiplications based calculations determines the instruction cycle time of the most 

algorithms and dominates the execution time of the digital signal processor. Currently, high speed processing devices are one of the primary 

demands which developed the necessity of higher throughput operational devices. Hence fast, reliable and efficient multiplier design is 

essential. Also the multipliers are more power consuming devices. As the portable, battery operated systems are the necessity nowadays due 

to the mobility, the power consumption is one of the major design constraints. Though multiplier is also a complex circuit designed device 

and consumes greater area. Therefore, it is imperative to design compact and efficient multipliers with less power dissipation. Again, the 

multiplier performs multiplication operation on unsigned numbers only. Thus, modern computer requires a committed and rapid multiplier 

unit, which can operate both types of numbers i.e. signed and unsigned. This paper presents a comprehensive study on different multipliers 

specifically, Array multiplier, Booth multiplier, Modified booth multiplier, Wallace tree multiplier, Modified Booth-Wallace tree multiplier and 

Vedic multiplier based on their operational procedures and working principals along with the advantages and limitations. A comparative 

analysis is also takes place on various performance parameters of these multipliers such as speed, area, power utilization and circuit 

complexity. 
 

INTRODUCTION 

 
Nowadays, digital signal processing (DSP) systems are essential to improve the quality of digital signals 

and one of the major components used in DSP systems are multipliers. As reflected, multipliers 

contributed for the multiplication process. Since it contains a large amount of computation, therefore high 

speed and greater efficiency are highly required. There are several approaches such as decrease the delay 

time, lessen the number of partial products, reduce the processing time of accumulation of the partial 

products, decrease the number of stages to enhance the overall speed of the computation, which directly 

improves the efficiency of the device along with to advance the multiplication performance [1], it is also 

essential to take care off some important factors such as compactness, consumption of power speed, 

area, regularity of layout etc. Every multiplier has worked on a set of defined instructions: Algorithm. There 

are various algorithms such as Add & Shift, Booth algorithm, Modified booth algorithm, Wallace tree 

algorithm, Basic hardware algorithm etc. This paper presents the comprehensive study, analysis and 

comparison of several multipliers such as Array multiplier, Booth multiplier, Modified Booth multiplier, 

Wallace multiplier, modified booth Wallace multiplier and Vedic multiplier, on the basis of Power, Speed 

and Area. 

 

ARRAY MULTIPLIER 
 

Array multiplier is a regular shaped multiplier based on “add & shift” algorithm. This algorithm follows 

standard „add and shift‟ operation for computation. Multiplicands are multiplied to get the partial products 

and in each turn, a single bit of multiplier is shifted as per their bit order and finally added at the last 

stage. Here the number of partial products and multiplier bits are same; hence the number of components 

and computation stages increases. Due to this, Array multipliers are large in size and having more delay 

time along with the power consumption, which make them less efficient and complex structured 

multipliers [2] [3]. 

 

Array multiplier‟s working procedure is discussed with an appropriate example of 4-bit array multiplier as 

follows:   

 

Assume two 4-bit data for the multiplication are „A3 A2 A1 A0‟ and „B3 B2 B1 B0‟. The process of 

multiplication is shown in [Fig.1]. 

 

4x4 array multiplier needs16 AND gates, 4 half adders and 8 full adders. It requires 12 addresses. In 

general „mxn‟ array multiplier requires the product of „m and „n‟ of AND gates, „n‟ numbers of half adders, 

product of „(m-2)‟ and „n‟ full adders and product of „(m-1)‟ and „n‟ addresses to complete the operation. 

The schematic illustration of 4x4 array multiplier is shown in [Fig. 2].  
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Fig.1: Array multiplication structure of two 4-bit data 

…………………………………………………………………………………………… 

 

Fig. 2: 32-bit array multiplier [63] 

………………………………………………………………………… 

This conventional architecture consumes much power and time. Also it is complex in structure due to more 

number of components is used to make it. Various architectures have presented to enhance the efficiency 

and response time. In the year of 1993, Min C Park et. al. proposed a new design using dual tree 

structure. Due to this dual tree structure technique, the multiplier processing speed is increased twice as 

compared to the conventional one. However, the silicon area increases by 30% [4]. It was also suggested 

by the researchers that the performance of the multiplier could be improved by using low power array 

multiplier techniques in terms of delay & power dissipation [5]. Junghwan Choi et. al. in 2000, minimize 

the power consumption of the array multiplier with the help of Partially Guarded computation technique by 

44%. This technique also helps to reduce the delay and overhead area by 3% and 30-36% respectively. 

Several researchers contributed their works for the development of the Array multiplier, which has been 

coated in the following table [Table 1]. 

BOOTH MULTIPLIER 

The deficiency with the Array multiplier is its execution speed. Therefore, a new multiplier named Booth 

multiplier is developed to improve the performance by reducing the number of iterations. This multiplier is 

worked on Booth algorithm, which was invented by Andrew Donald Booth in 1950 at Birkbeck College in 

Bloomsbury, London. In this multiplier three bits are scanned at the same time. Out of these three bits, 
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present pair is made, which includes two bits and the higher bit of an adjacent lower order pair belongs to 

the third bit. After examined these three bits, booth logic is used, which converts the triplets into a set of 

five control signals. These five control signals are then used to perform the operations and controlled by 

using adder cells [11] in the array. The operation procedure signed numbers by booth multiplier is shown 

below with the help of flowchart [Fig. 3] 

Table 1: Summary of findings of array multiplier 

Sl.No. Author Name Technique 
Used 

Objectives Advantages Limitations 

1 Joseph Whitehouse et. 
al. [6] 

FinFET models 
with array 
multiplier 

topology and low 
power Predictive 

Technology 
Models (PTM) 

To Investigate 
the static power 
and delay using 

low power 
Predictive 

Technology 
Models (PTM) 

Enhanced static 
power 

reduction in delay 
and feature size 

Further reduction 
in channel length 
haven’t effect on 

significant 
change 

2 Zhong-ye Yanga et. al. 
[7] 

Pipeline 
Techniques 

Analysis of time 
complexity of 

two's 
complement 

Improvedspeed of 
systematic 

performance is 
approximately twice 

as compared to 
non-pipelined 
multiplication. 

 
 

Serial adder 
must be needed 

3 S.K. Sahoo et. al. [8] Delay 
optimization inter 

connection 

 
To enhance the 
operation speed 

Less delay time  up 
to 12 bit 

multiplication 

Consume more 
time for higher bit 

multiplication 

4 S.Srikanth et. al. [9] 
 

Using 
multiplexers 

To reduce the 
power 

consumption 

Average reduction 
of power 

consumption, area 
and delay by 

35.45%,  40.75%  
and 15.65% 
respectively 

Notsuitable for 
high power and 

large area 
applications. 

5 PriyankaSrivastava et. 
al. [10] 

New hybrid 
adder 

Low power and 
high speed array 

multiplier 

Works on low 
power and less 

delay  
approximately by  

24% and 56% 

Suffer from 
voltage swing 

problem 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3: Flowchart of Booth Multiplication process 

…………………………………………………………………………………………… 
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In the above flowchart, three conditions are applied for multiplication: 

1) If Q0=0 and Q-1=1 then add V in U and perform the right shift. 

2) If Q0=1 and Q-1=0 then add V, subtract U and perform the right shift. 

3) If Q0= Q-1=0 or Q0=Q-1=1 then perform right shift only. 

 

At first, this multiplier examined the two least significant bits with various conditions then performed the 

multiplication and repeated the same step up to 4 times. Then the sum of two partial products is accumulating, 

taking the product register as an accumulator. The power consumed of the multiplier is more due to the involvement 

of large number of adder cells to perform the multiplication operation with the help of this method. Therefore, 

efficiency is a crucial issue for this system. 

 

Table 2: Summary of findings of booth multiplier 
Sl.NO Author Name Technique 

Used 
Objectives Advantages Limitations 

1 Wen-QuanHe.et al. 
[12] 

Probability 
and computer 

simulation 
(PACS). 

To developed a high 
accuracy dynamic 

error-compensation 
circuit for fixed-width 

Booth multipliers 

Highly accurate 
and area effective 

Power 
consumption of 
proposed PACS 

multiplier is 
higher 

2 A N Nagamani et. al. 
[13] 

 

Garbage Cost 
and 

Ancillary 
inputs 

To present a design 
for a Reversible 
Radix-4 Booth 

Multiplier for DSP 
application 

The proposed 
design is capable 

of both signed 
and unsigned 
multiplication. 

Lower heat 
dissipation. The 

circuit area 
reduces by almost 

half. 

High Quantum 
cost and delay 

3 Daichi Okamoto et. 
al. [14] 

Ring Oscillator To make a Serial 
Booth Multiplier 

High working 
frequency and low 

power 
consumption 

Booth encoding 
is needed to 

reduce partial 
products 

4 Rahul Shrestha et. al. 
[15] 

Additional 
clock gating 

and resource 
sharing, 

To present an area-
efficient low-power 

architecture 
for configurable booth 

multiplier. 

The proposed 
multiplier 

architecture 
requires 43.12% 
of lower area and 
consume 75.65% 
of less power as 

compared to 
previous one 

Slight increase in 
latency 

5 Jakia Sultana et. al. 
[16] 

Reversible 
mode 

To develop a design 
methodology for the 
realization of Booth’s 

multiplier 

Both signed and 
unsigned 

multiplications can 
be done 

Need to examine 
this proposed 

logic on Redix-4 
approach 

 

MODIFIED BOOTH MULTIPLIER 

To enhance the efficiency of the Booth multiplier, several modifications has done on it such as modified 

booth encoder and selector technique to rearrange and reduce partial products [17]. The booth encoder 

presents here, performs various steps simultaneously, therefore, the speed of the multiplier increases and 

due to this method the number of gate count reduces and hence the multiplier‟s performance is improved. 

It also uses modified radix4 booth algorithm, when the operands are greater than or equal to 16 bits. The 

area of the multiplier circuit is also get shortened by using this algorithm. In this algorithm the number of 

partial products, those are to be added is reduced by encoding 2‟s compliment. In this same algorithm, the 

multiplier bits are divided into 3 blocks and it is divided into 4 blocks, when radix8 algorithm is applied. 

These divided blocks are rearranged in such a way that each block overlaps the other by 1 bit. Also the 

computation time and the logarithm of the word length of operands are proportional to each other and due 

to this way the number of partial products reduces. The partial products are generated from the multiplied 

and encoded multiplier with the help of PPG (partial product generator). Then partial product reduction 

tree is used to add these partial products. Again the results are added using carry propagate adder (CPA). 

[Fig. 4] represents the block diagram of this process/multiplier. 

 

From time to time several modifications have been done to improve the performance of this multiplier. At 

year 2000, Wen Chang Yehet.al. developed a design using a new developed booth encoding scheme 

(MBE) [18-19]and enhanced the speed of the multiplier up to 25%. At the same year Fayej Elguibaly [20] 

developed a parallel multiply accumulate hardware using the modified booth algorithm [19] which is three 

times quicker operator as compared to other standard parallel MAC units. Again at 2007, Zhou Shun et al. 

(2007) [21] designed a multi precision reconfigurable Radix -4 booth multiplier which can be cascaded to 

comply with the different input length which improved the performance in terms of delay & area. To 

increase the performance of FAM (fused add multiply) Kostas Tsoumanis et al. in the year of 2014 [22] 
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incorporated structured and efficient modified booth recording technique to reduce power consumption, 

hardware complexity and critical delay. Some of the progressive development of this multiplier is listed 

below in [Table 3]. 

 

 

Fig. 4: Block diagram of Modified Booth multiplication process. 

…………………………………………………………………………………………… 

Table 3: Summary of findings of modified booth multiplier 
Sl.No. Author Name Technique used Objectives Advantages Limitations 

1 Kei-Yong Khoo et. al. 
[23] 

Modified Booth 
encoding 
Algorithm 

Improved booth 
encoding for low 
power multipliers 

Reduce the power 
dissipation 

 

Unit delay of 
canonic signed 
digit  is more in 

proposed 
multiplier 

2 Ravindra P Rajput et. 
al. [24] 

Modified booth 
encoding (MBE) 

technique 

To design a 
signed-unsigned 
Modified Booth 

Encoding 
(SUMBE) 
multiplier 

Less hardware 
and chip area 
reduces the 

overall cost and 
also power 
dissipation 

 

Low speed due 
to more number 

of partial 
products 

3 Babu M. Pranay 
 

SrivatsavaJandhyala 
[25] 

Booth encoder 
and booth 
decoder 

A new architecture 
design is proposed 

for an accuracy 
configurable 

modified Booth 
multiplier 

(ACMBM) with two 
types of 

approximate 
adders, which or 

can be configured 
in terms of error 

during run 
time 

Delay reduction 
achieved of 

15.3% and 15.8% 
for type I and type 

II adder. Again 
power is 

decreased by 5% 
in type I and 

increased by 2% 
in type II 

Error 
configuration 

depends on the 
approximate 

adders working 
at adding 

operation on 
partial products 

4.  2’s complement 
and 1’s 

complement 
representation 

To design efficient 
1’s Complement 
Modified Booth 

multiplier 

This multiplier is 
efficient than 

modulo 2(power 
n) -1 modified 

booth multiplier. 

Aarea and 
power 

complexity 

5 Bipinlikhar 
MsSakshi 

[27] 

Modified booth 
algorithm, carry 

select adder, 
ripple carry adder 

To propose  an 
efficient technique  

to find 2’s 
compliment for 
generation of 
regular partial 

products 
 

Reduced power 
modified booth 

encoding (MBE) 
multipliers with 
less occupied 

area 

To reduce the 
amount of delay 
a Carry select 

adder is required 
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WALLACE TREE MULTIPLIER 

Statics show that 70% of instructions and algorithm performs addition and multiplication in 

microprocessors [28-29]. Therefore the important challenge is to establish a highly quick multiplier for 

shortening the entire operation time period. In 1964 C. S. Wallace proposed fast parallel multiplying 

scheme to reduce the partial products/ intermediate steps, which in turns introduced Wallace multiplier. It 

is a hardware implementation for multiplying two binary numbers. In this multiplier, at first it generates set 

of bit by bit multiplications for each bit and assigned it with a particular weight. These weights maintain the 

track of binary digits corresponding to the obtained partial products. These partial products are now 

divided into set of rows, named reduction layers. The partial products having same weight are combined in 

a series of reduction layers as shown in [Fig. 5]. Thereafter, it is added with the help of full and half adders. 

Then the repetition of the process occurs until to get the two last rows. Finally, the final result is achieved 

with the help of Carry Look Ahead adder. 

 

This multiplier requires many numbers of gates to operate, which make these multipliers bulky and slow. 

To overcome with this slow processing, Wallace multiplier configured with the parallel AND gates that 

make partial products simultaneously, which in turns helpful to reduce the execution time and enhance its 

speed. 

 

In the year 1998, Moises E. Robinsonet.al. modified its design. He inserted counterat the first layer,to 

manage the reduction process and reduce the delay without increasing the structure complexity [30]. 

Again Ron S. Waters et. al. reduces the number of half adder and S. Rajaram et. al used parallel prefix 

adders to fix final adders, which decreased the delay. In 2014, Damarala Paradhasaradhi et al. [31] 

presented a new structure of Wallace multiplier based on square root carry select adder. In this design 

common Boolean logic is shared to remove the duplicate adder cells, hence decreases the number of 

gates which in turn reduced the delay and power consumption of the multiplier. These multipliers are 

highly used in 3-d computer graphics and high speed floating point processing. 

 

 

Fig. 5: Multiplication of 8-bit wallace tree 

…………………………………………………………………………………………… 
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Fig. 6:  Representation of half adder and fulladder 

…………………………………………………………………………………………… 

Table 4: Summary of findings of wallace tree multiplier  

Sl.No. Author Name Technique Used Objectives Advantages Limitations 

1 Shahabaz Khan et. al. [32] Energy Efficient CMOS 
based full adder 

Reducing the  
intricacy of 

Wallace 
Multiplier 

Reduced area 
and power. 

No 
improvement in 
terms of delay 

as compared to 
the standard 
Wallace tree 

multiplier 

2 ShahzadAsif et. al. [33] algorithm uses high 
speed 7:3, 6:3, 5:3, and 

4:3 counters 

to construct the 
counter based 
Wallace tree 
multipliers for 
higher speed 

Speed 
enhanced up to 

22% as 
compared to the 

traditional 
Wallace 
multiplier 

Not suitable for 
low speed 

applications 

3 DamarlaParadhasaradhi 
et. al. [34] 

Modified Square Root 
Carry Select-Adder 

(MCSLA), 
Square Root Carry 
Select Adder using 

RCA and Carry Select 
Adder (CSLA) 

 
 

To proposed an 
area efficient 
Wallace tree 

multiplier 

Reduction of 
delay and area 

Delay 
enhances 

4 R. BalaSaiKesava et. al. 
[35] 

Carry select 
adder(CSLA),Binary to 
excess one converter 

(BEC),Square root 
carry select 

adder(SQRTCSLA) 

To established 
compact 

Wallace tree 
multiplier with 

the help of 
CSLA 

technique 

CSLA based 
Wallace tree 

multiplier having 
BEC occupies 
Less area and 
memory. It also 
able to works on 

low power 

CSLA based 
Wallace tree 

multiplier 
having BEC 
has higher 
delay than 

CSLA based 
Wallace tree 

multiplier 
without BEC 

5 Kazuteru NAMBA and 
Hideo [36] 

Bit-slice reconfiguration 
design 

To design a 
Defect Tolerant 

Wallace 
Multiplier 

Defects can be 
tolerated 

through this 
multiplier 

Not applied to 
barrel shifter 
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MODIFIED BOOTH WALLACE MULTIPLIER  

For larger multiplier such as 32-bit, the performance of Booth algorithm is limited. To overcome this 

problem, the Modified Booth Wallace multiplier introduced with the help of Wallace multiplier. It is a 

combination of both Booth and Wallace multiplier. This new designed multiplier contains four key 

components i.e. booth encoder, partial product generator, Wallace tree and carry look ahead adder [37]. 

Booth encoder is dedicated to the encoding of multiplier bits by using Radix-4 and Radix-8 algorithm. Then 

the partial products are produced with the help of multiplicand and encoded multiplier by the partial 

product generator. Thereafter the Wallace tree operates on these partial products (see section Wallace 

Tree multiplier). Finally, the result is achieved by the carry look ahead adder. This multiplier contributes to 

minimize the consumed power and circuitry area as compared to Booth and Wallace multiplier. 

 

Fig 7: Block diagram of modified booth wallace tree multiplier [64] 

…………………………………………………………………………………………… 

 
In the year of 1993, Jalilfadaviardekani [38] developed a new architecture to optimized the partial product 

of booth encoded [11, 19] parallel multiplier. According to this, the inputs are encoded into booth 

equivalent and a Wallace tree [39] and then the partial product are added with the help of carry select 

adder. To reduce the delay, an algorithm was presented by M J liaoet al. [40] using portioning carry select 

adder. In this algorithm the carry select address are partitioned into the number of blocks. The algorithm 

reduces the delay of 9.125 with less than 1% overload. Also in the year of 2006, a parallel complex 

number multiplier was proposed by Rizalafandecheismail and Razaidi Hussin[41],based on Radix-4 

modified booth algorithm and Wallace tree [40].Again M. Jagadeshwar Raoet. al. [42] proposed a new 

architecture of Wallace multiplier using booth recorder and compressor .This modified multiplier is 67% 

quicker than previous Wallace tree multiplier and 22% quicker than radix-8 booth multipliers. Recently a 

new structure of multiplier has developed [43], which divided the multiplier architecture into four different 

modules. This new multiplier consume less time for computation and also operation independent 

multiplier.  

 

Table 5: Summary of findings of modified booth wallace multiplier 

Sl.No. Author Name Technique Used Objectives Advantages Limitations 

1 M.-J. Liao et. 
al. [44] 

Carry-select-adder 
partitioning algorithm 

To enhance the 
performance of 
Booth-encoded 

Wallace-tree 
multiplier 

The average delay and 
area overhead is 

reduced by 9.12% and 
1% with the help of 

proposed algorithm for 
multipliers ranges from 
16XI6-bit to 64x64-bit. 

Power dissipation 
effects need to be 

realized 

2 JalilFadavi-
Ardekani [45] 

Optimized Wallace 
Trees 

To define and 
design the 

architecture of MxN 
bit Booth encoded 
parallel multiplier 

generator 

Fast data paths are 
achieved using ASIC 
(standard cell based) 
designed multipliers 

If the number of 
cells increases, 

then this will lead to 
increase in area 

3 Rahul D 
Kshirsagar et. 

al. [46] 

Pipelining To introduce 
pipelining system for 
in-between nodes of 

the modules 

Enhanced speed and 
computation. 

Independent 
operation cannot 

be done in a given 
clock period 
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4 LiangyuQianet
. al. [47] 

Utilizing approximate 
modules in the Booth 

encoder 

To design an 
approximate  

Wallace –booth 
approximate 

multiplier 

Improved efficiency in 
terms of power 

consumption, delay 
and combined metrics 

Moderate loss in 
accuracy 

5 M 
Jagadeshwar
Raoet. al. [48] 

Booth algorithm, 5:2, 
4:2, and 3:2 

compressor adders 
 

To reduce latency 
and power 

consumption of the 
Wallace tree 

multiplier 

The proposed 
architecture is around 

67% faster 

No effect on power 
improvement 

 

VEDIC MULTIPLIER 

In the modern world the Vedic mathematics is based on 16 aphorisms and 12 corollaries. These formulations are 

selected from Atharva Ved by Swami Bharati Krishna Tirtha (1884-1960). Thereafter, the former Jagadguru 

Sankaracharya developed and presented the techniques to modify the principles in these selected sutras and sub-

sutras. Among all of these sutras and sub-sutras, the Nikhilam Navatashcaramam Dashatah and Urdhva–

Tiryagbhyam sutras are used for the multiplication purpose. These Vedic mathematic techniques when implemented 

for the multiplication, showed very good results in terms of saving computational time. Therefore it is concluded that 

the multiplier design integrated with Vedic mathematic techniques based upon “Urdhvatriyagbhyam” (vertical and 

cross wise algorithm) sutra [49] enhanced the speed of multiplication operation. The methodology for 4x4Vedic 

mathematics is given below to clarify the procedure: 

 

 

Fig. 8: steps of vedic multiplication. 

……………………………………………………………………………. 
 

Here, in the first row a3a2a1a0 represented the multiplicand bits row and multiplier bits are represented 

by b3b2b1b0 lies in a second row. At first in the step 1, the least significant bits having equal weights are 

added hence the addition of 0thbits take place i.e., „a0‟ and „b0‟. Then the cross adding are done as shown 

in steps 2, 3 and 4. Again   the same process have done but from the most significant bits side as 

indicated in steps 5, 6 and 7. These whole processes (steps) are continuously repeated until the final 

output has come out. 
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Fig. 9: Block diagram of 2x2 vedic multiplier 

……………………………………………………………………………………. 

The idea of implanting/using vedic mathematics as the key function of multipliers, attract the attention of 

all over the world due to its enhanced performance. In 2012, Vaijyanath Kunchigi et al. designed a pipeline 

architecture using Vedic mathematics. This proposed architecture consists of 3 stages:- 

 

1st stage consist of 4 bits Vedic multiplier units,2nd stage is for the parallel products reduction and the 3rd 

stage is the addition of those parallel products .This projected multiplier shows high performance in the 

area of speed and power consumption as compared to other multipliers (Array multiplier, Booth multiplier 

etc.). Also this same architecture could be functional for larger word length input such as 16 bit, 32 bit, 64 

bit etc. multiplier. In 2013, using another Vedic sutra named modified Nikmilamsutra Pavan Kumaret. al. 

[50] implemented a multiplier with the help of parallel shifter. This new modified Vedic multiplier enhanced 

the speed highly by reducing the delay up to 45% as compared to the Array and Booth or conventional 

Vedic multiplier. Thereafter R.  Anganaet. al. [51] proposed and developed a new architecture of Vedic 

multiplier by combining it with the Kogge Stone adder [52], a parallel prefix form of carry look ahead adder. 

This new architecture provides one of the fastest multiplier. Again to minimize the consumed power, 

another architecture was proposed by Hardik Sangani et.al.[53]. This architecture is based on Vedic 

multiplication and adiabatic logic .They proposed a Vedic multiplier build-up on differential cascade pre-

resolve adiabatic logic (DCPAL) and reduces the amount of consumed power by 57% and 68.5%, as 

compared to the conventionally designed Vedic and Array multiplier on traditional CMOS respectively. In 

the later years, various researchers are continuously working to enhance the performance of the device 

using vedic multipliers along with other techniques embedded in it. R. Katreepalli et. al. [54] introduced a 

new design of vedic multiplier which is more efficient in terms of power, delay and area using adaptable 

manchester carry chain adder. G. V. Nikhil et. al. [55] also proposed same by using kogge-stone adder and 

reversible logic gates. To enhance the speed of the vedic multiplier D. K. B. Kahar et. al. [56] implemented 

a new algorithm in the year 2017. At the same year ancient India Vedic mathematic is used to optimized 

the multithread for long digit multiplier [57] and the vedic multiplier is used to develop a processor for 

single-path delay feedback pipeline FFT which is highly-speedy [58].  

 

Table 6: Summary of findings of vedic multiplier 

Sl.No. Author Name Technique Used Objectives Advantages Limitations 

1 G.Challa Ram et. 
al. [59] 

Vedic mathematics To design a high 
speed Vedic 

multiplier 

Provide minimum 
delay for multiplication 

for all numbers 

Requirement of 
BEC(binary to 
excess code 
converter) is 
necessary for 

utilized  
memory 
reduction 

2 EktaMasurkar 
PravinDakhole[60

] 

Urdhvatriyagbhyam  
sutra, Adiabatic logic 

To optimize vedic 
multiplier design in 

terms of high 
speed and low 
power useing 
vedic sutra 

UrdhvaTriyagbhya
m 

Low power 
consumption 

Requirement of 
Adiabatic logic 
is necessary 

3 Ms. G. R. 
Gokhale et. al. 

Carry select adder To design an 
efficient multiplier 

Requires less area 
 

Delay is more 
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[61] in terms of area 
and delay 

4 Kunjpriya 
Morghade 

PravinDakhole 
[62] 

Build-in self-test 
(BIST) Technique 

To design and 
implement 4-bit 
Vedic multiplier 

along with build-in 
self-test 

(BIST)technique 
for testing 

multiplier circuit 

More efficient 
Algorithm 

 

5 K Pranav et. al. 
[63] 

Urdhvatriyagbhyam 
Sutra 

To perform linear 
convolution 

Enhanced speed Pipelining is 
needed 

 

All of these discussed multipliers are using efficiently as per the application requirements. From the 

discussion above a table [Table 7] is shown below to represent the comparison among the multipliers by 

taking into the account of some very important parameters such as: time delay, power consumption, 

circuit complexity and area required for simple understanding.   

 

Table 7: comparison table 

Multiplier Speed Area Power consumption 

Array Low Small Most 

Booth Low but better than Array Small Less than Array 

modified booth High Medium Less 

wallace tree Higher Larger More 

modified booth Wallace Highest Largest More 

Vedic Higher than Wallace tree Larger than 
Wallace tree 

More than Wallace tree 

 

CONCLUSION 

To enhance the performance of the modern communication setup, multipliers with higher efficiency are 

extremely required. Fast multipliers improved the speed of computation, which also increases the 

performance of the other digital applications such as image processing. The main parameters which need 

to be take care off in case of multipliers are delayed time, power consumption, circuitry complexity and 

area requirement.  

 

All the multipliers discussed above are efficient in terms of these all performance parameters. Out of all, 

the array multiplier is the simplest due to its simple circuitry, which leads to less space usage. Although, 

this multiplier suffers with low speed and maximum power consumption. The fastest multiplier among all is 

the modified booth Wallace tree multiplier by taking the advantages of both multipliers: modified booth 

multiplier and Wallace multiplier. In this multiplier the number of partial products is minimized to either 

half or one by third of the number of multipliers bit by using radix 4 algorithm and radix-8 algorithms 

respectively. The Wallace tree multiplier, where the overall speed of the accumulation increases due to 

using carry save adder (CSA) has occupies the largest area. Here by minimizing the number of partial 

products and examine more than one partial products at the same time, the speed is further enhanced 

and these techniques also make the system more accurate. One of the fastest and less power consuming 

multiplier is Vedic multipliers, which is based on the vedic mathematical formulations. It is proved by 

several researchers that the vedic multiplier reduces the delay time and power consumption by 

approximately 45% and 57% as compared to the array multiplier.  
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