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ABSTRACT 
 

Big Data hype gives the most attention to the recommender systems. Business industries are able to deliver value to their customers and to 

get significant revenue with the comfort of recommender systems. Recommender systems are in six main folds namely Collaborative 

Filtering (CF), Content-Based approach (CB), Demographic, Knowledge-based, Hybrid and Community-based approach. CF technique is a 

preferable approach to building successful recommender systems. So an extensive survey of the CF techniques is shortened for the 

researcher’s betterment to accomplish their further work. 

 

INTRODUCTION 

 
Inexpensive digital storages availability, mobile internet access facility, social media fad and IT devices 

innovation produces quintillion bytes of data every day. Such kind of data is very much worth for the 

business to predict customer needs and take right decision at the right time. A recommender system is a 

legitimate paradigm helps to the customer for their deserve choice. CF is one of the classifications under 

the recommender systems. The author coined the term collaborative filtering in an e-mail filtering system 

called Tapestry [1].  GroupLens automated recommendation system is proposed to provides personalized 

recommendations on Usenet postings [2]. 

 

Researchers continuously developed and implemented new version of CF based recommender systems. 

Even though the considerable amount of clarity on the existing CF methods and its works are not up to the 

mark. The performance of those methods is various with respect to the number of users, number of items, 

and sparsity level.  Some of the methods perform decently in meager environments while others perform 

decently in complicated environments. Existing CF based recommender systems experimental result with 

respect to its parameters is analyzed. This paper is organized as introduction to various CF techniques 

algorithm and its challenges are in section II. The comparative study of CF methods is elaborated in 

Section III. Conclusion and future works are in section IV & V. 

 
CF based technique and its challenges 
 

CF techniques try to predict the additional items for a new user based on the list of favourite items 

previously rated by other users. There are two types of ratings. In the first type, ratings are explicitly asked 

from the user by a concrete rating scale. The second type gathers data implicitly from the user based on 

his/her accomplishment in a website. Captured through the user’s actions and then the behaviour is 

analyzed to find the user's interest. This rating is easier than explicitly rating, but a user has more 

responsibility and it provides transparency in the rating process. 

 

Tackle the highly sparse data, extreme scaling users and items counts are the challenges in high-quality 

predictions of data in CF technique’s recommendations system. CF Techniques’ should make reasonable 

recommendations in a short time period and to deal with additional problems like synonymy, shilling 

attacks, data noise, and privacy protection problems etc., 

 

CF algorithms are categorized into memory-based, model-based and hybrid collaborative filtering 

algorithms. Memory-based CF algorithms learn the rating matrix and find the recommendations based on 

the relationship between the request of user in a particular item and rating of the matrix. Based on user 

recommendations Model-based CF algorithm fits a parametric model to train the data to predict 

unobserved ratings and make recommendations. Hybrid CF algorithm is the combination of memory-based 

and model-based CF algorithms are investigated in the following section. 

 

Memory-based CF algorithms 
 

Memory-based CF algorithms exploit the entire user/item data loaded in the memory. Here the set of 

neighbors are found initially and then prediction is obtained. Distance measure is used to identify the 

neighbors. Similarity measure [0, 1], Dissimilarity measure [0, INF] are the two different approaches used 

to measure the distance between the users/items. 
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Similarity measures finds out the similarity between pairs of users or the pairs of items. Similarity 

measures are basically correlation based or vector cosine based measurement. Correlation based 

similarities measures are Pearson correlation and Spearman rank correlation. Pearson correlation is 

introduced and it is widely and successfully used as a similarity measure between users [2]. Constrained 

Pearson correlation similarly [3] is measure by considering user mean vote is the midpoint of the rating 

scale as a constant value to get high performance of Pearson correlation. Correlation based similarity 

measure is carried out to test the performance of various CF recommendation algorithms are described [2] 

and [4]. Cosine of the angle between two vectors are measured in the Cosine similarity measurement and 

it is described in [5] and [9]. Probability based similarity is the exceptional category of similarity measure. 

Conditional probability-based asymmetric similarity measure is explained [6]. Tanimoto coefficient brought 

in [7] is a similarity between two data sets and it is the ratio of intersections. 

 

Dissimilarity measures are basically Euclidean distance which computes the distance between two objects 

in the Euclidean space. The Manhattan distance is based on Euclidean distance; calculate the distance by 

traversing the vertical and horizontal line in the grid base system. Metric of Euclidean space is Minkowski 

distance. Memory-based learning methods are highly sensitive to noise and redundancy. To remove the 

noise and redundancy in the memory based learning four techniques of Training User Reduction for 

Collaborative Filtering (TURF1-TURF4) is introduced [8]. 

 

Model-based CF algorithms 
 

Machine learning and data mining techniques are used to find the patterns on the training data and make 

predictions for real time data to develop model-based CF algorithm. Model-based CF algorithm matches 

the model for the given rating matrix to issue the recommendations. 

 

Bayesian models, clustering models, regression models, Markov decision processes (MDP) models and 

Latent Semantic models are proposed to fix the inadequacies of memory-based CF algorithms. Bayesian 

methods make a probabilistic kind model to solve the problem of inadequacies of memory in the CPU. 

Rule-based approach is used to find the correlation between the items in the association kind of model. 

Latent semantic analysis is used for MDP in aspect model based CF algorithms [10]. Multinomial mixture 

model in [5], user rating profile (URP) model in [11][35] are also use to overcome the fixing of 

inadequacies in memory-based CF algorithms. The classification algorithms are used in a model if the user 

ratings are categorical. Classifier is used for clustering method to groups the similar user in a class to 

evaluate the system. The regression and SVD methods are used if the user ratings are numerical in nature. 

 

Probabilistic approach is enforced in model based algorithms and it is formulates the model from the user 

ratings on other items and predicts the expected value. Matrix factorization model is applied for extended 

stochastic gradient descent and alternating least squares (ALS) algorithms in [12] reduces the CF 

challenges. Bayesian Belief Net CF, Simple Bayesian CF, NB-ELR CF and TAN-ELR CF algorithms are 

developed based on Bayesian network model and they revelled [13] and [14].  

 

Cluster model based CF are proposed with various algorithms, such as k-mean partitioning methods [15]. 

Density-based methods proposed [16] and extended in [17], data clustering methods [18]. Topic model 

based clustering algorithm [19] and [20]. The spreading activation model based CF algorithms [21] 

designed and implemented by the Leakey capacitor algorithm, Branch and bound serial symbolic search 

algorithm  and Hopfield net parallel relaxation search algorithm. 

 

Hybrid CF algorithms 
 

The blended memory-based and the model based CF algorithms defeat the limitation of the native CF 

algorithms. Performance enrichment in the prediction of end result is achieved by hybrid based CF 

algorithm but the implementation is more expensive due to algorithm complexity.  

 

Hybrid CF systems combine the CF techniques with another recommendation technique to make 

predictions or recommendations. Similarity measures play an important role of recommendation system. 

The above mentioned any two similarity measures combined to form a hybrid CF system. A few models are 

proposed to enrich a new hybrid CF system. Blended approaches are proposed to build a hybrid CFs to 

improve the prediction performance, overcomes the cold start problem and the sparsity problem.  

 

Content-boosted CF algorithm is developed [22] by the combination of naive Bayes and a weighted 

Pearson correlation-based CF Algorithm. Combination of TANELR and Pearson correlation-based CF 

algorithms is used to developed a hybrid CF system is explained [23][33,34]. R. Burke, et al. 2002 [24] 

developed the Weighted hybrid recommender system, which is the combination of different 

recommendation techniques with their weights; accordingly it is named as mixed hybrid recommenders, 

cascade hybrid recommenders, and meta-level recommenders. Personality diagnosis algorithm in [25] 

groups the memory based and model based algorithms. Possible strategies to frame hybrid CF algorithms 

are considered and related in [26]. 
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Cf system evaluation metrics 
 

The eminence of a recommender system can be determined based on their assessment result. The type of 

metrics used depends on the type of CF techniques. Those metrics are broadly classified as predictive 

accuracy metrics, classification accuracy metrics and rank accuracy metrics. Mean Absolute Error (MAE) 

and its variations are the measurement of predictive accuracy metrics [27], [28], [30] and [31].  

Classification accuracy metrics measures are precision, recall, F1-measure, and Receiver Operating 

Characteristic (ROC) sensitivity [21].   

 

Pearson’s product-moment correlation, Kendall’s Tau, Mean Average Precision (MAP) are the parameters 

of rank accuracy metrics. hit-rate (HR) and the average reciprocal hit-rank (ARHR)  are the measures in 

[29]. Most commonly-used CF metrics are MAE, Normalized Mean Average Error (NMAE), Root Mean 

Squared Error (RMSE), and ROC sensitivity. 

 

Table 1: CF based recommendation systems analysis 
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TyCo - Typicality based CF Algorithm 

Compared with: 

 Classical Base Line methods 
o content-based (CB) - cosine similarity 
o user-based CF - Pearson Correlation 

(UBCF) 
o item-based CF - Pearson Correlation 

(IBCF) 
o naive hybrid method 
o CF with effective missing data 

prediction (EMDP) 

 state-of-the-art methods 
o cluster based Pearson Correlation 

Coefficient method (SCBPCC) 
o Weighted low-rank approximation 

(WLR) 
o transfer learning-based collaborative 

filtering (CBT) 
o SVD++ 

 

Datasets: Movielens 

943 users, 1682movies, 1000,000 ratings 

MAE 

Coverage 

J2SE platform 

Pentium IV 
3.2GHz 

2GB RAM 

Windows XP 
Professional 

Outperforms than 

many CF 
recommendation 
method. 

 

More accurate 
predictions with 
less number of 
big-error 
predictions. 

 

Issues 
addressed: 

Sparesity, Big-
error in Prediction  
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spreading activation algorithm compared 
with: 

 3 Hop - Graph based CF 

 User based (correlation) 

 User based (vector similarity)  

 Item based 

 

Datasets: www.books.com.tw 

9695 user nodes,2000 cust nodes,18771 
links 

Precision 

Recall 

f-measure 

rank score 

Stored 
Procedure 
MySQL 

 

Python based 
sparse matrix 
library 

Outperformed. 

 

Effectively 
alleviate the cold 
start problem. 

 

Over activation  

may dilute the data 
used to infer user 
performance 

 

Issues 
addressed: 

Sparesity 

Item-based top-N recommendation 
algorithm 

Compared with: 

User-based, Item-based Algorithms 

 

Datasets: real and synthetic datasets  

customer purchasing transactions, 

synthetic transaction dataset generator 

provided by the IBM Quest group 

hit-rate, 
average 
reciprocal hit-
rank 

-- Accurate 

recommendations 
better than 

traditional user-
based CF 
techniques. 
Designed to 
evaluate the effect 
of the similarity 
normalization. 

 

Issues 
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Sparesity 

Memory 
based 

c
o
rr

e
la

ti
o
n
 b

a
s
e
d

, 
C

o
s
in

e
 S

im
ila

ri
ty

 b
a
s
e
d
, 
E

u
c
lid

e
a
n
 

d
is

ta
n
c
e
 b

a
s
e
d

 

Enhanced Pearson Correlation Coefficient 
(PCC) algorithm 

Missing data prediction algorithm 

Compared with: 

state-of-the-art collaborative filtering 
approaches 

 

Datasets: Movielens 

943 users, 1682movies, 1000,000 ratings 

MAE -- Outperforms than 
state-of-the-art 
collaborative 
filtering 
approaches. 

 

Combines users 
information and 
items information 
together. 

 

Issues 
addressed: 

Sparesity 

http://www.iioab.org/


SUPPLEMENT ISSUE  

www.iioab.org    | Jayanthi and Kumar 2017 | IIOABJ | Vol. 8 | Suppl 3 | 37–42 
 

41 

 

Hybrid 
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Combined User based, Item based 
approach 

Compared with : 

 Standard user based vector similarity 

 Item based adjusted cosine similarity 

 Cluster based Pearson Correlation 
coefficient 

 Aspect Model 

 Personality Diagnosis 

 User based Pearson correlation 
coefficient 

 

Datasets: Movielens 

943 users, 1682movies, 1000,000 ratings 

MAE  

 

-- Outperformed. 

 

Generative 
probabilistic 
framework. 

 

Issues 
addressed: 

Sparesity 

 

Comparision 
 

Recommender systems are relatively enlightened compared with other research area in the field of 

information retrieval system. Research fascination in recommender systems has dramatically increased in 

recent days. Hence, would like to survey the existing CF based recommender systems techniques and its 

approaches in a broader way. Generally, CF based recommender systems outperform well compared to 

other legacy methods. Various techniques, corresponding dataset, technique related software, 

performance metrics and their merit and demerit of the existing CF algorithms are compared with state of 

art methods are listed in [Table 1].  

  

It's content try to address the implementation issues of Sparesity and Big-error in Prediction issues present 

in the existing CF algorithm. The effectiveness of those approaches is evaluated experimentally using data 

from Movielens data set, the online book store data set, IBM Quest group's real and synthetic datasets. 

From [Table 1] model based CF algorithms gives the good performance as compared with the other types 

of CF algorithms is observed. 

 

CONCLUSION 

 

Memory-based, model-based CF and hybrid CF techniques of successful recommender systems are 

reviewed based on similarity metrics measured.  Correlation between item based and user based are used 

to find the value of similarity metrics measures to evaluate the existing CF system. Memory-based CF 

algorithms are easy to implement and the performance decrease if the data are sparse in nature have 

good performances for dense datasets. Sparsity and scalability challenges are addressed in Model-based 

CF techniques. Hybrid CF techniques prediction performances is good but it is complicated. Recent days 

buying and selling through online dramatically increases huge volume of data, variety and its velocity. The 

model-based CF techniques are address the above said challenges in an easy way. 
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