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ABSTRACT  
 

In recent years, commodity price shocks have been destabilizing the country’s economy in different ways and they have extended to capital 

markets, foreign exchange, and Tehran Stock Exchange as well which have slowed economic growth. In this paper, we study factors affecting 

commodity price shocks and business cycle through SVAR in the period 1987-2014. Regression method and SVAR econometric model will 

be used for analysis. It can be concluded that the commodity price shocks of the prior period have a significant and positive impact on the 

commodity price shocks of the current period, moreover, factors such as increased ratio of export to import and the food and energy price 

index increase the probability of commodity price shock. In addition, by an increase in investment share and growth in labor productivity, the 

probability of commodity price shock in business cycle will decrease. 

 

INTRODUCTION 
 

 In this paper, we will investigate the effect of different economic factors on commodity price shocks. After 

targeted subsidies, Iran is dealing with price shock in goods and services and since in global markets the 

price of Iranian goods has raised, other parties no longer have tendency to trade with Iran. Here, through a 

different perspective, we relate the resulting inflation in the country to other economic indicators but 

targeted subsidies. 

 

The research variables are listed in the [Table 1] below: 

 

 

Table 1: The introduction of variables 
Variable 

Growth in labor productivity 

Capital 

Inflation rate 

Nominal interest rate 
 

Employment rate 
 

CPI 
 

Consumption share 

Share of investment 
 

Point-to-point inflation 
 

Food and energy price index 
 

Rate of export to import 
 

Continuous commodity index 
 

 

Research background 

MajidSabaghKermani and VahidShaghaghiShahri studied factors affecting real exchange rate in Iran 

during the period 1959-2001; they employed the vector autoregression model and found determining 

factors of the long-term and short-term behavior of real exchange rate in Iran. Their results suggested that 

during this time, increased federal deficit, trade relation and the volume of money enhanced real exchange 

rate of Iran’s economy. The increase in variables including import taxes, net foreign assets and also oil 

prices reduces real exchange rate. Therefore, by improving public finance – which leads to increased 

national savings – real interest rate will decrease and consequentlyreal price of oil will fall as well. An 

increase in real oil price will enhance the value of the domestic currency, therefore, prices of traded goods 

and state budget deficit would affect exchange rate. The implementation of monetary policy in real fixed 

exchange rate regime, increases non-commercial prices in comparison with prices of imported goods at a 
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faster rate, consequently, there will be low current account and foreign reserves but high exchange rate. 

Variables such as foreign assets and import restrictions also decrease Iran’s exchange rate. 

ParvizMohammadzadeh had an article named “The relationship between budget deficit and demand for 

money in the period 1959-2002 in Iran”; he studied budget deficit issue. He considered Keynesian, 

Ricardian equivalence, and neoclassical theories. Regarding Iran’s macroeconomic data in that time, there 

is a long-term equilibrium relation between budget deficit and demand for money and Keynesian theory 

works well for Iran’s economy and also the issue of budget deficit in Iran’s economy has important and key 

effects on real variables. 

Mahmoud Khataei and YounesGharbaliMoghadam [1] studied the dynamic relationship between exchange 

rate and gross domestic product of Iran’s economy during the period 1959-2000. According to the results, 

there is a negative relationship between real exchange rate and GDP in a long term. 

Dr. SeyedKomeylTabibi and Dr. KhadijehNasallahi [2] studied the role of key variables in the determination 

of the behavior of Iran’s long-term equilibrium exchange rate and analyzed factors provided by supply and 

demand in the economy including changes in state fiscal policy, changes in international finance situation, 

the difference in the growth rate of the efficiency of commercial and non-commercial sectors, changes in 

exchange relation, and changes in trade policies. In this research, variables such as total efficiency of 

productivity factors, the current cost of government construction as government financial policy index, 

internal exchange relation, the central bank's foreign exchange reserves to the monetary base, and 

investment exchange intensity index explain the behavior of Iran’s real exchange rate. Through 

econometric methods their long-term effects on the behavior of real exchange rate were determined then 

evaluated. Due to the structure of Iran’s foreign exchange market in which at least five real effective 

exchange rates in the shape of real effective rate of official exchange, real effective exchange rate of the 

parallel market, real effective exchange rate of the final export, real effective foreign exchange rate, and 

real effective exchange rate of foreign exchange payments in the currency market are dominating there, 

the results suggest that directions of the impacts of mentioned variables depend on REER and the short-

term imbalance of all the effective rates – except for parallel market – will be adjusted slowly in a long 

term.  

Matthias Gubler, et al [3] investigated the impact of business cycles on commodity price shocks and 

considered all unforeseen changes in commodity prices of America’s market as shocks. They concluded 

that unexpected price shocks are under the influence of many macroeconomic variables. 

Stationary and stability 

The easiest way to determine the stationary of a variable is by looking at its vector. However, this 

method is not accurate enough and we should test the stationary of a time series variable. Unit 

root test is a common test which is used for determining the stationary of a time series variable. 

For clarification, consider the following first-order vector auto-regression process: 

t𝒀t      𝜺+ 𝝋𝒚𝒕−𝟏=    

Where coefficient 𝜑 is estimated by ordinary least squares method (OLS) and is equal to 1, we 

can study the stationary and non-stationary status of a time series process. Therefore, when 1≥
|𝜑|,𝑌 is a non-static time series and its variance will increase over time and approach infinity. 

If|𝜑| < 1, 𝑌 is a static time series (or a static difference). Hence, when the value of 𝜑 is strongly 

less than 1, the stationary or difference of a time series can be estimated. Null hypothesis (𝐻0: 𝜑 

= 1) vs. alternative hypothesis ( 𝐻1: 𝜑 < 1).  

Dicky-Fuller (DF) and Augment Dicky-Fuller (ADF) tests 

By estimating the following equation after subtracting 𝑌𝑡−1from both sides of the equation, 

standard DF test will be done as follows: 

=𝒀𝒕−𝟏 – 𝒀𝒕(t               𝜺+ 𝒀𝒕−𝟏) 𝟏– 𝝋   

Where δ = 𝜑 – 1. Therefore, null hypothesis and alternative hypothesis for the reliability of time 

series would set out as follows: 

{
𝑯𝟎 =  𝜹 = 𝟎
𝑯𝟏 =  𝜹 < 0

 

T statistic is the obvious statistic of hull hypothesis and it is calculated as follows: 

𝛅̂

𝐬𝐞(𝛅̂)
𝒕 =   

Where δ̂ is δestimation andse(𝛿̂) is the standard deviation of the coefficient. The main problem of 

this test is that the t statistic provided by ordinary least squares method has a unit root regarding 

the null hypothesis but is not distributed normally and it does not have a standard shape. Dicky 

and Fuller (1979) suggested that regarding null hypothesis, the unit root of this statistic does not 

follow normal t distribution, therefore, t critical quantity cannot be used for this test. They offered 
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a practical solution in which τ test is used instead of t test because it has a limiting distribution. 

The critical values of τ for tests and different sample sizes have achieved through Dicky-Fuller 

simulation methods and are listed in tables. When the absolute value of τstatistic is more than 

the absolute critical value of τ suggested by Dicky and Fuller, the stationary condition of time 

series cannot be denied and the time series is static. However, when the absolute value of 

τstatistic is less than the absolute critical value, null hypothesis regarding the existence of unit 

root is accepted and hence the time series possesses random walk process and therefore is not 

static. In addition, in order to test the stationary status of a time series, Dicky and Fuller (1979) 

extracted the limiting distribution of τstatistic based on some models that estimate the above 

equations by considering both intercept and process, intercept without process, and without any 

intercept or process. 

Normal Dicky-Fuller unit root test that was mentioned earlier is valid if only there is a first-order 

autoregressive process. When this assumption is not applicable and time series is correlated at 

higher intervals (i.e. it has pth-order autoregressive process) εtinterval white noise is rejected. 

When there is autocorrelation among intervals, Dicky-Fuller test no longer can be used for 

stationary testing. Because limiting distribution and critical values are correspond to Dicky-Fuller 

test. ADF test provides a parametric correction for higher-order correlation and assumes time 

series X follows a AR(p) process and then adds differential components with lag P of dependent 

variable Y to the right side of the equation: 

𝜹∆=  tY∑ 𝜷
𝒑
𝒊=𝟏+ ∆𝒀𝒕−𝟏t𝜺+ 𝒀𝒕−𝟏   

Afterwards, this generalized correction will be used for stationary testing. Dicky and Fuller (1981) 

realized a very important matter and that is the limiting distribution of statistic for stationary 

testing depends on the first differential intervals of ADF regression. Three criteria including Akaik 

(AIC), Schwartz- Baizian (SBC), and Hanan-Quinn (HQ) as well as criteria with augmented values 

of these three criteria determine the number of lagged, differential components (number of 

optimal lags) to remove successive correlation in residuals. 

Philips-Perron unit root test 

Philips and Perron suggested a statistic based on the limiting distribution of Dicky-Fuller’s 

different statistics, however, they ignored assumption on alike and separate εtintervals. Philips 

and Perron indicated that when εtintervals are not distributed similarly and separately, statistic 

has a limiting distribution as follows: 

lim
𝑛→∞

∑ 𝐸(𝜀𝑡)
2𝑛

𝑡=1

𝑛
= 𝜎𝜀

2  

lim
𝑛→∞

∑ 𝐸(𝜀𝑡)
2𝑛

𝑡=1

𝑛
= 2𝜎  

When εtintervals are distributed similarly and separately, 𝜎𝜀
2 and 𝜎2 are equal and Philips and 

Perron’s results are similar to Dicky and Fuller’s results. But usually they are not equal and tests 

that have been done through τ statistic are not valid enough (Noforesti, 1999: 50). 

Results achieved by Philips and Perron’s unit root test for the model variables are listed as 

follows [Table 2]. 

Table 2: Philips and Perron test 

varia
ble 

Stati
stic 

Significance 
level 

Result 

a 24/11
- 

000/0  Stationary 

q 76/2-  002/0  Stationary 

H 55/1-  67/0  Non-stationary 

π 93/1-  72/0  Non-stationary 

R 75/4-  47/0  Non-stationary 

N 16/9-  10/0  Non-stationary 

P 03/9-  14/0  Non-stationary 

C 76/1-  69/0  Non-stationary 

I 37/1-  53/0  Non-stationary 

Ci 24/9-  06/0  Non-stationary 

Fe 05/0  33/0  Non-stationary 

D 30/4-  16/0  Non-stationary 

CCI 63/1-  76/0  Non-stationary 

 
Null hypothesis of Philips-Perron’s test is based on the non-stationary status of variables and they can be 

considered as follows: 

H0: the variable is not stationary. 
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H1: the variable is stationary. 

Significance level should be less than 0.05 to reject the null hypothesis. 

Since most of the variables are non-stationary, we should repeat stationary test with a single differential. 

 

Table 3: Philips-Perron’s test with a single differential 
Variable Statistic Significance level Result 

H 72/4- 007/0 Stationary 

π 04/2- 000/0 Stationary 

R 46/5- 000/0 Stationary 

N 49/7- 000/0 Stationary 

P 76/6- 000/0 Stationary 

C 05/2- 000/0 Stationary 

I 57/2- 000/0 Stationary 

Ci 003/7- 000/0 Stationary 

Fe 12/9- 001/0 Stationary 

D 24/7- 000/0 Stationary 

CCI 21/7- 000/0 Stationary 

Since most of the variables are static after one differential, co-integration test should be done. 

 

Co-integration test 
 

It is said that if a time series has been d times differenced to be static, it possesses d unit roots and it 

would be total of d or I(d). When we have two time series (xt and yt) which are bothI(d), normally each 

linear combination of xt and yt areI(d) as well. However, when we have constant coefficients such as α and 

β, total disturbing regression regarding xt and yt: 

 

xt−βut = yt – α 

 

Has co-integration order less than d, for exampleI(d –  b) is assumed (b > 0). Angel and Granger (1987) 

believe co-integrations xt and yt have (d, b) order. Therefore, two time series namely xt and yt have b and d-

order co-integration which meansCI(d, b). If co-integration is equal toI(d), there will be b > 0. Given the 

above definition, when xt and yt have both I(1) co-integration and ut~ I(0), both time series haveCI( 1,1) 

co-integration order; this definition also applies to more than two time series (Angel and Granger, 1987). 

When error-level of regression equation isI(0) (i.e. stationary), common econometric methods and data of 

time series can be used to estimate parameters and t and F statistics (Noforesti, 1998). 

 

Results of Johansen co-integration test are listed in [Table 4] below: 

 

Table 4: Results of Johansen co-integration test 
  

Johansen co-integration test 

No. of relations statisticTRACE Significance level Result  

No relation 94/159 000/0 Rejected  

Maximum one relation 45/105 02/0 Rejected  

Maximum two relations 14/72 60/0 Approved  

Maximum three relations 42/43 07/0 Approved  

 

 Null and alternative hypotheses of this test could be considered as follows: 

 H0: the variables are not co-integrated. 

 H1: the variables are co-integrated. 

 Significance level should be below 0.05 to reject the null hypothesis. 

 Since the model’s co-integration is approved, it can be estimated at the level. 

 
 Correlation between the variables 
 

Pearson correlation coefficient: Pearson correlation coefficient which is also called moment correlation 

coefficient or zero-order correlation coefficient is introduced by Sir Karl Pearson. This coefficient is 

being used for determining the intensity of a relationship, type or direction of the relation between two 

distance and relative variables or one distance and one relative variable. In fact it parametrically 

correspond to Spearman correlation coefficient. Some computational methods can be applied to 

calculate this coefficient. 

 

 In this paper, the following formula is being used: 

𝒓 =  
𝒏(∑ 𝒙𝒚) − ∑ 𝒙 ∑ 𝒚

√[𝒏(∑ 𝒙𝟐) − (∑ 𝒙)𝟐][(∑ 𝒚𝟐) − (∑ 𝒚)𝟐]
 

 

Pearson correlation coefficient varies from -1 to 1. r = 1 means there is a completely direct relationship 

between two variables; direct or positive relationship indicates whenever one of the variables increases 

(or decreases), the other one increases (or decreases) as well. r = -1 suggests a completely inverse 

relationship between two variables. Inverse or negative relationship suggests whenever a variable 

increases, the other one decreases and vice versa. 
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Before the estimation of correlation vector, model variables might be appropriate. Correlation indicates 

the linear of model components. When Pearson correlation is higher than 0.7 and is significant, there 

is a possibility of linear in the model. Through Pearson correlation method, the correlation among 

variables are achieved and listed in the [Table 5] below. 

 

Pearson correlation coefficient: Pearson correlation coefficient which is also called moment correlation 

coefficient or zero-order correlation coefficient is introduced by Sir Karl Pearson. This coefficient is 

being used for determining the intensity of a relationship, type or direction of the relation between two 

distance and relative variables or one distance and one relative variable. In fact it parametrically 

correspond to Spearman correlation coefficient. Some computational methods can be applied to 

calculate this coefficient. 

 

 In this paper, the following formula is being used: 

𝒓 =  
𝒏(∑ 𝒙𝒚) − ∑ 𝒙 ∑ 𝒚

√[𝒏(∑ 𝒙𝟐) − (∑ 𝒙)𝟐][(∑ 𝒚𝟐) − (∑ 𝒚)𝟐]
 

Pearson correlation coefficient varies from -1 to 1. r = 1 means there is a completely direct relationship 

between two variables; direct or positive relationship indicates whenever one of the variables increases 

(or decreases), the other one increases (or decreases) as well. r = -1 suggests a completely inverse 

relationship between two variables. Inverse or negative relationship suggests whenever a variable 

increases, the other one decreases and vice versa. 

 

Before the estimation of correlation vector, model variables might be appropriate. Correlation indicates 

the linear of model components. When Pearson correlation is higher than 0.7 and is significant, there 

is a possibility of linear in the model. Through Pearson correlation method, the correlation among 

variables are achieved and listed in the [Table 5] below. 

Table 5: Pearson correlation between variables 

 

 
 

 
Correlation coefficient is in row 1 and significance of correlation is in row 2. When the number in row 2 is 

less than 0.05, correlation is significant. 

 

  All correlations of above table are below 0.7 and the possibility of linear in model is minimal. 

  
  Model estimation 
 
 The following regression will be estimated: 

 

 
 The model estimation is summarized in [Table 6 ] below: 

Table 6: the impact of different variables on commodity price shocks 
Variable Effect t-

statistic 
Significance 

Commodity price shock of prior 
period 

57/0 15/9 *** 

Commodity price shock of two 
prior periods 

07/0- 54/0- --- 

Intercept 67/9- 29/1- --- 

Growth in labor productivity 26/0- 17/4- ** 

Capital 12/0 33/0 --- 

Investment level 05/1- 74/1- * 
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Employment rate 02/0- 47/0- --- 

Inflation rate 74/0- 77/0- --- 

Nominal interest rate 64/9 67/0 --- 

The rate of export to import 97/0- 97/4- ** 

Food and energy price index 67/7 02/9 *** 

Continuous commodity index 
 

93/0 53/1 --- 

***: significant with the possibility more than 99% 

**: significant with the possibility more than 95% 

*: significant with the possibility more than 90% 

---: not significant 

Significance test of research variables 

To test the significance of independent variable coefficients of both models, t-statistic was employed. The 

null hypothesis of t-test is as follows: 









0:

0:

11

10





H

H

 
 

Where the following statistic validates it: 

kN
t

SE
T






,
21

11 ~
)ˆ(

ˆ






 

To whether approve or reject the null hypothesis, T statistic will be compared to t (in the table) with N-K 

degree of freedom and at a 95-percent significance level. When the absolute value of T is more than t in 

the table (
kN

tT



,

2

|| 

), the numerical value of the test function is in the critical area and H0 is rejected. 

In this case, β1at a 95-percent significance level will be significant which indicates the relationship 

between independent and dependent variable. 

Model significance test    

F-statistic is used for the model significance test. The null hypothesis of F test is as follows:  

    









0....:

0....:

211

210

k

k

H

H





   

The following  

   

statistic validates it:   

)/(

)1/(

kNRSS

KESS
F






 

To decide whether the H0 is approved or rejected, F statistic will be compared to F (in the table) with N-K 

and K-1 degree of freedom and at a 5-percent error level (α).  When the F is more than F in the table (

),1( KNKFF   ), the numerical value of the test function is in the critical area and H0 is rejected. In 

this case, at a 95-percent significance level, the model will be significant overall. When the value of F is 

less the value of F in the table, null hypothesis is accepted and the significance of model will be rejected at 

95-percent significance level. 

The main details of estimation are listed below: 

Table 7: Main characteristics of the estimation 
Characteristic Value Result 

The coefficient of 
determination 

 

36/0 Model explains dependent variable 
properly 

F-statistic 41/54 Goodness of fit 
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CONCLUSION  
 

Regarding the estimation and explanations it can be concluded that: 

 Commodity price shocks of the prior period have a positive and significant effect on commodity price 

shocks of the current period. 

 Growth in labor productivity influences commodity price shock in a negative and significant manner 

(increase in labor productivity equals decrease in commodity price shocks). 

 Investment level has a significant, negative effect on commodity price shocks (when investment level 

enhances, commodity price shocks falls). 

 Increased export to import leads to a decrease in commodity price shocks (export to import rate has a 

significantly negative influence on commodity price shocks). 

 Food and energy price index has a significant, positive impact on commodity price shocks. 

 

Suggestions 
 
Given the results, following suggestions for decreasing the probability of price shock in Iran are offered: 

 Methods designed for enhancing labor productivity should be studied because by enhancing it, the 

possibility of commodity price shocks will lessen. 

 Increasing exports and reducing imports should be placed on the agenda of Iran’s economic ministries; 

according to the research results, increased exports leads to decreased commodity price shocks. 

 We recommend statesmen and economic decision-makers to consider solutions for decreasing inflation 

rate especially in food and energy sector, because by decreasing inflation rate in a long term, the 

possibility of commodity price shocks will be lessened. 
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96.713.2418873.0877.91155123.223574.892E+103.6450166671858950121160828474260000006.76E+1015.12768117.096

96.815.5392575.2363.95838133.649976.21.93E+103.5775686425496425121158229907530000006.93E+1018.24484102.1442

97.318.3155178.5845.64529136.892980.582E+106.5928416683327135213189792676.3240000007.36E+1019.18443103.058

97.421.9915680.2873.17582147.319281.681.87E+104.1057686247839240344141860486.1350000007.42E+1018.0464595.86991

97.925.1752377.8410010076.492.1E+102.8839686998813971344128739645.8390000008.03E+1017.55549100
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95.732.0295589.8198.25324109.109491.922.2E+103.7224277337740136344198610006.73.52E+099.18E+1017.70028148.3451

96.137.3041893.47117.4362114.335695.132.21E+104.21837373824750393442094177862.88E+099.58E+1017.97479178.4286
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