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ABSTRACT 
 
Digital signature is one the most important application of cryptography algorithm. Selecting a digital signature algorithm with proper speed 

and security is crucial. Digital signature standard is based on elliptic curve cryptography (ECC) which provides a security equivalent to other 

methods such as digital sign based on RSA with much shorter key length. Since this method is composed of point multiplications, improving 

the multiplication operation may have an influence on the efficiency of whole system and increase the operation speed. In order to reach 

these goals, Montgomery multiplication algorithm along with residue number system (RNS) are employed. The results show the improvement 

in the implementation of considered digital signature algorithm. 

 

INTRODUCTION 
 

Today, by moving from traditional to digital era, protecting the information draws the attention of people as 

a fundamental and important element in exchanging the massages, commercial exchanges, and 

consequently, issues related to information security including ensuring the absence of eavesdropping the 

transferred information through public channels by a third unauthorized person, confirming the identity of 

sender, and ensuring noinformation change by unauthorized persons during sending process. Because of 

extensive changes in life and activities of individuals, organizations and governments which are resulted 

from the growth and development of computer network applications especially the Internet and digital 

computers, information security plays a vital important role in today’s world. With regard to the 

characteristics of network communications which expose the organization information to foreign hosts, 

organizations need a system which prevents the accessibility of unauthorized individuals to critical and 

vital information. In order to maintain the correctness and accuracy of information, some methods like 

digital signature is used [1]. In this paper, in order to achieve high speed implementation of digital 

signature based on ECC, RNS Montgomery multiplication [1] is employed.  

 

The paper is organized as follows; in the second section, the related background includes elliptic curve 

digital signature algorithm (ECDSA), Montgomery multiplication and RNS will be discussed. In the third 

section, implementation of ECDSA using RNS Montgomery multiplication will be detailed. Performance 

comparison will be discussed in section four, and finally section five concludes the paper. 
 

Related Background 
 
Digital Signature 
 
One of the most important responsibilities of digital signature is to confirm the identity of the person 

signing a document and consequently the originality of received information by using a series of rules and 

algorithms of cryptography. Digital signature was proposed in 1985 for the first time, and then in 1991 the 

algorithm of digital signatures was presented, and finally in 1994 it was registered in NIST (National 

Institute of Standard and Technology) [2] as a digital signature standard (DSS) [3-4]. Elliptic curve digital 

signature algorithm is a kind of DSA which is established on the basis of elliptic curve cryptography (ECC) 

[5,6]. According to Table A1, ECC can provide equivalent security with shorter key length compared with 

the competing methods of cryptography with public key such as RSA [7-10]. Therefore, it is considered as 

an appropriate method in applications having a limited memory [11]. 

 

MATERIALS AND METHODS 
 

ECDSA algorithm is presented in [Fig. 1]. According to the [Fig. 1], ECDSA requires four stages of point 

multiplications. On the other hand, point multiplication operation is conducted based on a collection of 

point doubling and point addition. 
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Fig. 1: ECDSA algorithm 

…………………………………………………………………………………………………………………………… 
 

Residue Number System 
 
RNS is a non-weighted number system which performs the arithmetic operations like multiplication, 

subtraction and addition without propagating the partial carry [12]. Since conducting the calculations on 

the remainders is much faster than using weighted numbers due to the smaller numbers in the arithmetic 

operations, the speed of conducting the arithmetic operations in this system is much higher and would 

also decrease the consumed power [7]. In fact, the high speed of calculation due to the un-propagated 

partial carry, shorter data directions, reducing the operation in parallel channels, are the reasons of high 

popularity and usage of RNS in calculation systems [12].   

 

RNS Montgomery Multiplication 
 
One of the most effective methods to increase the speed of modular multiplication is Montgomery 

algorithm [13, 14, 15, 16]. In this method, the multiplication operation of two numbers in a special 

modular is conducted without executing the time consuming operation of division. Investigations 

conducted on this field presented a new method of Montgomery multiplication algorithm on the basis of 

residue number system in [17-19].  

 

Algorithm 1: RNS Montgomery Multiplication[20] 

 
r ≡ x×y×M-1 (mod N) 

n n

1

n

n n

1

n

n n

1:  (  in base B  and  in base B )

2 :  B

3:  in B  in B        

4:   ( )  B

5:  in B  in B      

 

 

 

i i

i
i

i i i i i iP P

i i P
P

i i

i i i

D X Y d x y d x y

q d N

q

base extension

base exte

q

r d q N M ns

r r

ion







        

  

 

      

 

 

 

 

Algorithm 1 shows the stages of Montgomery multiplication in RNS. In this algorithm, 𝑥𝑖 and 𝑦𝑖 are the 

residue representation of numbers in RNS base B, and 𝑥ʹ𝑖and 𝑦ʹ𝑖 are the residue representation in the 

𝐵ʹauxiliary modular set. 

 

ECDSA implementation 
 
In this section, ECDSA are implemented by using RNS Montgomery Multiplication and the execution time of 

the point multiplication is estimated for a 256 bit key size.  

 

[Table 1] shows the recommended value of ECDSA parameters in GF(P). Moreover, according to [Table 1], 

two values of 256 bit for X and Y and P modular for a 256 bit modular multiplication and also two values of 

64 bit for B1 and B2 for 64 bit multiplication and adding are introduced.  
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Table 1:The Representation of Values Used in the Required Multiplication Operation 

 

Explanation Value on the basis of 16 
Parameter 

Name 

The main modular having a length of 256 bit which 
is in the formof 2256 − 232 − 29 − 28 − 27 − 26 − 24 –1 

FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFF
FFFFFFFFFFFFFFFFFEFFFFFC2F 

P 

A value of 256 bit for modular multiplication 
FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFF

FFFFFFFFFFFFFFFFFEFFF22C2F 
X 

A value of 256 bit for modular multiplication 
FFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFFF

FFFFFFFFFF3FFF3FFEFFF22C2F 
Y 

A value of 64 bit for 64 bit multiplication and adding 10000000000000000 B1 

A value of 64 bit for 64 bit multiplication and adding FFFFFFFFFFFFFBFF B2 

 
 

System specifications for the ECDSA implementation are 32 bit operating system, core i5 CPU with 4 GB 

RAM and also implemented with Java language in Eclipse environment. [Table 2] shows the final delay in 

point addition, point doubling and point multiplication. [Table 2] shows the implementation results. It can 

be seen that by using RNS Montgomery multiplication, noticeable improvement in speed is achieved. 
 

Table 2:Estimating the Operation Time (µs) 

 
Point 

Multiplication 
Point 

Duplication 
Point 

Adding 
Modular 

Multiplication 
 

 
 

39628.8 86 137.6 8.6 
Implementation by Using RNS Montgomery 

Multiplication 

 

RESULTS 

 

Performance evaluation 
 
[Fig. 2] shows the performance comparison of multiplication operation using RNS Montgomery algorithm 

considerably improve the operation time of point multiplication compared with  a regular modular 

multiplication.   
 

 
Fig. 2:Comparison Point Addition, Doubling and Multiplication (µs) 

…………………………………………………………………………………………………………………………… 
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Fig. 3: Point Multiplication delay µs) 

…………………………………………………………………………………………………………………………… 

 
[Fig. 3] shows the point multiplication implementation with/without using RSA Montgomery multiplication. 

The result shows the noticeable improvement in speed compared to original point multiplication. As 

discussed in section2, four point multiplications are required in ECDSA [5-6] implementation. Therefore 

based on the results in [Fig. 3], it can be concluded that higher speed of ECDSA is achieved compared to 

original ECDSA [5-6].  

 

CONCLUSION 
 
In this paper, Point multiplication as the main operation in ECDSA is implemented by using RSA 

Montgomery multiplication. In order to implement point multiplication, point addition and doubling are 

implemented with Java language on eclipse environment. The result shows that noticeable improvement is 

achieved by employing RNS Montgomery multiplication compared to original implementation.  
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