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ABSTRACT 
 
The problem of the adequacy test criteria for the econometric model obtained from the sample has been considered. The adequacy testing 

methods have been shown. Particular attention has been paid to the adequacy testing method for the model using the value of the average 

approximation error, and significant drawbacks of this method which can lead to erroneous results in the analysis and forecasting have been 

revealed. In modern conditions, when management decisions are made based on the analysis of statistical, incomplete information, the use 

of econometric modeling and analysis methods is not only justified but also necessary. Econometric models are applied both at  the level of 

organizations' activities and at the level of planning and analysis of aspects of the economic activity of the region and the country as a whole. 

The study is aimed at building econometric models to obtain an effective tool for forecasting, analysis and decision making. In the analysis of 

specific statistical data, the methods of correlation-regression analysis and forecasting are used. The paper highlights and describes the 

characteristic features of forecasting based on econometric models. Econometric methods and models allow assessing the impact of 

changes in the internal and external environment on the resulting indicator, analyzing the cause-and-effect relationships between indicators, 

and performing forecasting. The quality assessment of the model can be obtained not only by the value of the average approximation error 

but also by the value of the determination coefficient, as well as by verifying the significance of the regression equation by the Fisher’s 

criterion. The simultaneous manifestation of an erroneous assessment of the quality of the regression model for all the listed values of the 

coefficients and criteria is highly doubtful. Therefore, in order to obtain more objective assessment of the adequacy of the regression model 

under consideration, it is worth calculating all the coefficients and testing the corresponding statistical hypotheses. Verifying the adequacy of 

the model can also include checking the feasibility of the assumptions by the least-squares method, which is used to find estimates of the 

coefficients of the regression equation. If any of the prerequisites is impracticable, the estimates of the coefficients may significantly differ 

from their actual values. 

 

INTRODUCTION 
  
Econometric methods and models are integral parts of any modern support system for making economic 
and managerial decisions. Today, econometric methods are used for diagnostics of the state of the 

enterprise, when solving problems of management of corporate finance and risks, assessing the efficiency 
of investment and innovation activities, the value of assets and business, analyzing the dynamics of prices 

and living standards, as well as assessing the parameters of economic and mathematical models of 
logistics. 

 

An econometric model, represented by an equation or a system of equations and inequalities, is a 
mathematical analogue of an object, taking into account all the most important aspects and features of 

the object functioning, according to which the best option for the development of this object can be found. 
Obviously, the more detailed the essence and content of the object, the relationship of its elements and 

their influence on the final result of the activity or the functioning of the object are considered, the more 
accurate and acceptable for application and implementation in practice will be the solution. 

 
Econometric methods allow answering two main questions: what can happen in the future (forecast, 

foreseeing the development of the economic situation) and how a change in one value can affect another - 
the task of analysis for managing economic processes. 

 
The construction of an econometric model that explains the relationship between various factors is one of 

the most important tasks in conducting research both at the micro- and macroeconomic levels. The main 
element of the model – the sample regression equation – is further used to analyze and forecast the 

possible values of attributes (factors) describing a particular economic process. However, since the 
elements of not the entire general population, but only of its part – the sample – are used in the 

construction of the model, it leads to a question of how the constructed model corresponds to reality. As 
such, the problem of assessing the quality of the resulting regression equation arises after the model 

construction. This problem is the most important one in econometric analysis, because the conclusions 
and forecasts obtained from a low-quality model will be far from reality [1, 2]. 

 
Various coefficients and statistical hypotheses are used to find out how well the obtained model describes 

the real situation, and conclusions are drawn about the adequacy of the obtained model, based on their 
values and results. 
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METHODS 
 
The quality of the regression model is most often assessed by the values of the coefficients of correlation 

and determination, by the average approximation error, as well as by the results of testing statistical 
hypotheses about the significance of the entire regression equation by the Fisher's F-test and the 

significance of individual coefficients by the Student's t-test. 
 

These criteria can be briefly described for a paired linear regression. 
 

Let us assume that a paired linear relationship between two characteristics is examined: the resultant Y 
and the factor X. A sample of volume n is taken from the general population: 

 

 Table 1: Samples 
 

Element number 1 2 3 … n 

Value of attribute X x1 x2 x3 … xn 

Value of attribute Y y1 y2 y3 … yn 

 

The sample equation of the paired linear regression   was found based on the 

obtained sample, using the Excel application [3]. The quality of the resulting equation can be tested using 

the following criteria. 
 

A preliminary and lax conclusion about the dependence can be drawn from the correlation field. If the 
points of the correlation field are located not far from the regression line, then the existence of a linear 

relationship between the attributes can be assumed, which corresponds to the assumption of the 
adequacy of the model. 

 
Further, the coefficients of correlation and determination and the average approximation error are also 

found using the Excel applications [3], and their characteristic properties necessary to test the adequacy 
of the model are described. 

 

The sample linear coefficient of correlation rs describes the existence and strength of a linear relationship 
between the attributes. The closer is the value of this coefficient to ± 1, the stronger is the dependence 

and the more reasons are there to consider the model to be adequate. However, the closer rs is to zero, 
the weaker the linear dependence is, and the quality of the model significantly decreases. 

 
The sample coefficient of determination R, expressed as a percentage, shows which percentage of the 

changes in the resulting attribute Y occurs due to the influence of the factor attribute X. It is obvious that if 
R is less than 50%, then the model cannot be considered adequate. 

 
The average approximation error is one of the simple coefficients that allows to briefly describe how much 

the simulated process corresponds to the real one. 
 

The average approximation error is understood as either the average absolute approximation error, 
determined by the formula 

  

 
 

or the mean-square approximation error, determined by the formula 

 

  

where   is the actual values of attribute Y;  

   is the average value of the observations;  

  is the theoretical values of attribute Y, found by the regression equation; and 

n is the sample size. 
 

It is obvious that the values of coefficients Aaa and Ams for the same problem differ. It is generally 
accepted that if any of these errors does not exceed 14%, the regression model is considered to be of 

good quality, i.e. is adequate to reality, and real forecasts can be built based on it. 
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The assumption about the adequacy of the model can be confirmed or refuted by testing the following 
statistical hypotheses. 

 
The statistical hypothesis about testing the significance of the regression equation generally involves 

testing the main hypothesis that the resulting regression equation is insignificant (inadequate, of poor 
quality). 

 
This hypothesis is tested according to the general scheme: 

 
 The main hypothesis is formulated: 

H0: the regression equation is significant.  
 2. The level of significance α is selected. 

 3. The criterion is determined – a random variable distributed according to the Fisher's law 
(F distribution). 

 4. The sample value of the criterion is found using the following formula:  
  

 
 
5. The right-sided critical range is determined, and the critical point Fcr is found according to the Fisher’s 

distribution table with parameters v1 = 1 and v2 = n    2.  

6. A statistical conclusion is made: 
If Fs < Fcr, then there is no reason to reject the main hypothesis and recognize the equation as significant. 

In this case, the poor quality of the model is confirmed. 
If Fs > Fcr, then the main hypothesis should be rejected as contradicting the sample data, and the 

regression equation should be considered significant. In this case, the good quality of the model is 
confirmed 

 

RESULTS AND DISCUSSION 
 

As noted above, the quality of the model can be judged by the results of testing statistical hypotheses 
about the significance (difference from zero) of various coefficients – in particular, the coefficient of 

correlation rg and the coefficient of regression β1. The values rg and β1 are characteristics of the entire 
general population, while their estimates rs and b1, respectively, are found from the sample data. Such 

hypotheses can be tested similarly to the hypothesis about the significance of the equation in general, with 
the corresponding changes in the test criteria. The Student's t-test is used instead of the Fisher's F-test in 

these cases. The general scheme will be considered only to test the hypothesis about the significance of 
the coefficient of correlation for the general population, because the results of testing the hypothesis 

about the significance of the general coefficient of regression completely coincide with the results of 
testing the above hypothesis about the significance of the equation in general. 

 
 The main and alternative hypotheses are formulated 

H0: rg = 0,  H1: rg ≠ 0.  
 The level of significance α is selected. 

 The criterion is determined – a random variable distributed according to the Student’s law (T 
distribution). 

 The sample value of the criterion is found using the following formula: 
  

 
 

5. The two-sided critical range is determined, and the critical point tcr is found according to the Student’s 

distribution table with a parameter (number of degrees of freedom) v = n  2. 

6. A statistical conclusion is made: 

 

If  , then there is no reason to reject the main hypothesis and recognize the equation as 
significant, i.e. different from zero. In this case, the poor quality of the model is confirmed. 

 

If  , then the main hypothesis should be rejected as contradicting the sample data, and 

the correlation coefficient is significantly different from zero. In this case, the good quality of the model is 
confirmed. 

 

Solution 
 

Each of the above methods of testing the adequacy has a number of drawbacks that can lead to both a 
significant underestimation of the quality of a "good" model and an overestimation of the quality of a "bad" 

model. Most often, this drawback manifests itself when checking the adequacy of the model using the 

value of the average approximation error. 
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Possible erroneous situations when using the average approximation error can be examined using the 
example of a paired linear regression. 

 
Of course, erroneous situations do not always arise. There are many examples of high-quality models for 

which the average approximation errors do not exceed 14% and, conversely, there are examples of poor-
quality models with approximation errors significantly more than 14%. 

 
However, in practice, there are situations in which the average error values provide an incorrect idea of the 

quality and properties of the resulting models. Consequently, the conclusions or predictions made using 
such models will be far from reality. Below are all possible situations confirming the above. 

 
Let us consider three samples of size n = 5. Let us note that results similar to those described below can 

be obtained for large samples as well. 
 

Example 1. A sample with the following values is examined [Table 2].  
 

Table 2: Values  
 

X 5 4 2 7 9 

Y 70 80 93 95 100 

 

For clarity, a correlation field is built first [Fig. 1], using Excel tools [3]: 
 

 
  

 
 

 
 

 
 

 
 

 
 

 
 

 

 

 

Fig. 1: Correlation field 

…………………………………………………………………………………………………………………………… 
 
It can be seen in the correlation field that the linear relationship between the attributes is not strong (the 

scatter of points around the regression line is too large). Therefore, according to the preliminary 
conclusion, the paired linear regression model can significantly distort the real picture. Let us find the 

sample regression equation using the least square method: 
  

 
 

The sample coefficient of determination will be equal to R = 17.62, from which it follows that only about 
18% of the change in attribute Y is determined by the influence of attribute X. The value of the coefficient  

of determination confirmed the preliminary conclusion about the poor quality of the model. 

 
A weak linear relationship between the attributes is also indicated by the correlation coefficient rs, which is 

approximately equal to 0.42. 
 

Let us test the statistical hypothesis about the adequacy of the model according to the Fisher’s F-test: 
1. H0: the regression equation is insignificant. 

2. The generally accepted level of significance α = 0.05 is selected. 
3. Fisher's F-test (F distribution). 

4. The sample value of the criterion: 
  

 
 

5. The right-sided critical range is determined, and the critical point Fcr is found according to the Fisher’s 
distribution table with parameters v1 = 1 and v2 = 3: 

Fcr = 10.1. 
6. A statistical conclusion is made: 
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Fs = 0.6418 < Fcr = 10.1, which means that there is no reason to reject the main hypothesis and 
recognize the equation as significant. In this case, the poor quality of the model is confirmed. 

 
Finally, the significance of the coefficient of correlation is tested. 

 
1. H0: rg = 0,  H1: rg ≠ 0.  

2. Level of significance α = 0.05. 
3. Student’s t-test (T distribution). 

4. The sample value of the criterion: 
 

  
5. The two-sided critical range is determined, and the critical point tcr is found according to the Student’s 
distribution table with a parameter (number of degrees of freedom) v = 3: tcr = 3.18. 

6. A statistical conclusion is made: 

  , which means that there is no reason to reject the main 

hypothesis and recognize the equation as significant, i.e. different from zero. In this case, the poor quality 
of the model is confirmed. 

 
As such, all the main methods of testing the adequacy of the model indicated its poor quality. 

 
However, the following results were obtained when calculating the average approximation errors: 

 
Aaa = 10.62;  Ams = 11.40, 

 
which indicated the good quality of the model. 

 
Thus, there was a significant underestimation of the average approximation errors as a result of which the 

model could be recognized as adequate to reality. In this case, the forecasts made using this model would 
be far from reality. 

 

Example 2. A sample with the following values is examined [Table 3]: 
 

Table 3: Values  
 

X 5 4 2 7 9 

Y 0.3 0.2 0.1 0.8 0.9 

 
A study similar to the first example is conducted for this sample. The correlation field is as follows [Fig. 2]: 

 

  
 

 

 
 

 

 

 

 

 

 

 

 

Fig. 2: Correlation field. 

…………………………………………………………………………………………………………………………… 
 

It can be seen from the correlation field that the linear relationship between the attributes is quite strong 
(a scatter of points around the regression line is small). Therefore, according to the preliminary conclusion, 

the paired linear regression model can be considered adequate to reality. The sample regression equation 
is found using the least square method: 

 

  
 
The sample coefficient of determination will be equal to R = 91.98, from which it follows that only about 

92% of the change in attribute Y is determined by the influence of attribute X. The value of the coefficient 
of determination confirmed the preliminary conclusion about the very good quality of the model. 

 
A strong linear relationship between the attributes is also indicated by the correlation coefficient rs, which 

is approximately equal to 0.96. 
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Let us test the statistical hypothesis about the adequacy of the model according to the Fisher’s F-test: 
 

1. The main hypothesis H0 is formulated: the regression equation is insignificant. 
2. The generally accepted level of significance α = 0.05 is selected. 

3. The criterion is determined – a random variable distributed according to the Fisher’s law (F distribution). 
4. The sample value of the criterion is found: 

 

  
 

5. The right-sided critical range is determined, and the critical point Fcr is found according to the Fisher’s 
distribution table with parameters v1 = 1 and v2 = 3: 

Fcr = 10.1. 
6. A statistical conclusion is made: 

 
Fs = 34.4 > Fcr = 10.1, which means that the main hypothesis should be rejected as contradicting the 

sample data, and the regression equation should be considered significant. In this case, the good quality 
of the model is confirmed. 

 
It can also be made sure that the significance of the coefficient of correlation is confirmed. 

 
As such, all the main methods of testing the adequacy of the model indicated its adequacy to reality. 

 
However, the following results were obtained when calculating the average approximation errors: 

 

Aaa = 35.02;  Ams = 20.08, 
 

which indicated the poor quality of the model – therefore, it could not be applied for further analysis. As 
such, there was a significant overestimation of the values of the average approximation errors, as a result 

of which the model adequate to reality was rejected. 
 

Example 3. A sample with the following values is examined [Table 3]: 
 

Table 3: Values  
 

X 5 4 2 7 9 

Y 0.3 0.2 0.1 0.8 0.9 

 
A study similar to the first and second examples is conducted for this sample. 

The correlation field is as follows (Figure 3): 
  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Correlation field. 

…………………………………………………………………………………………………………………………… 
 
It can be seen from the correlation field that the linear relationship between the attributes is quite strong 

(a scatter of points around the regression line is small). Therefore, according to the preliminary conclusion, 
the paired linear regression model can be considered adequate to reality. The sample regression equation 

is found using the least square method: 

 

  
 
The sample coefficient of determination will be equal to R = 94.78, from which it follows that only about 

95% of the change in attribute Y is determined by the influence of attribute X. The value of the coefficient 
of determination confirmed the preliminary conclusion about the very good quality of the model. 
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A strong linear relationship between the attributes is also indicated by the correlation coefficient rs, which 
is approximately equal to 0.97, and the hypothesis about the significance of the general coefficient of 

correlation will also be confirmed. 
 

Let us test the statistical hypothesis about the adequacy of the model according to the Fisher’s F-test: 
 

1. The main hypothesis H0 is formulated: the regression equation is insignificant. 
2. The generally accepted level of significance α = 0.05 is selected. 

3. The criterion is determined – a random variable distributed according to the Fisher’s law (F distribution). 
4. The sample value of the criterion is found: 

 

  
 
5. The right-sided critical range is determined, and the critical point Fcr is found according to the Fisher’s 

distribution table with parameters v1 = 1 and v2 = 3: 
Fcr = 10.1. 

6. A statistical conclusion is made: 
 

Fs = 54.42 > Fcr = 10.1, which means that the main hypothesis should be rejected as contradicting the 
sample data, and the regression equation should be considered significant. In this case, the good quality 

of the model is confirmed. 
 

As such, all the main methods of testing the adequacy of the model indicated its adequacy to reality. 
 

However, the following results were obtained when calculating the average approximation errors: 
 

Aaa = 102.3;  Ams = 17.96, 
 

which indicated the poor quality of the model – therefore, it could not be applied for further analysis. As 
such, there was a significant overestimation of the values of the average approximation errors, as a result 

of which the model adequate to reality was rejected. 
 

The analysis of the third sample indicates that the average approximation error can be greater than 100% 
for a sufficiently good quality model.  

 

The above regression equations for all three samples were built using the least square method, which 
gave the best estimates of the coefficients of regression. However, examples of samples can also be 

provided for which the model of the regression equation built using the least square method gives larger 
average approximation error than the model of the equation with randomly selected coefficients, which 

clearly contradicts the theory [8-10]. 
 

Let us indicate some general cases for which the values of the average approximation errors can be 
overestimated or underestimated. 

 
It is easy to see that the mean-square approximation error Ams depends significantly on the average value   

of observations of attribute Y. If the average value turns out to be close enough to zero, then the value of 
Ams can increase significantly, which will lead to an incorrect assessment of the quality of the constructed 

model. 
 

The values of the average absolute approximation error Aaa to a large extent depend on the sample values   
of attribute Y. If any of these values turn out to be close to zero, then Aaa will be overestimated, and the 

quality of the model will also be assessed incorrectly. 
 

A significant underestimation of both errors can occur in the case when the values   of attribute Y are large 
enough, for example.  

 

CONCLUSION 
 
An incorrect assessment of the quality of the model can result not only from the value of the average 
approximation error but also from the value of the coefficient of determination, as well as when testing the 

significance of the regression equation using the Fisher's F-test. However, the latter is extremely rare. 

Moreover, the simultaneous manifestation of an erroneous assessment of the quality of the regression 
model for all the listed values of the coefficients and criteria is unlikely. Therefore, it is worth estimating all 

the coefficients and testing the corresponding statistical hypotheses in order to obtain a more objective 
assessment of the adequacy of the considered regression model. Finally, it must also be stressed that 

testing the adequacy of the model can also include testing the feasibility of the assumptions of the least 
square method, which is used to find estimates of the coefficients of the regression equation. If any of the 

prerequisites is unsatisfied, the estimates of the coefficients may differ significantly from their actual 
values. However, the discussion of this problem is beyond the scope of this article and will be considered 

in subsequent works of the authors. Econometric methods are currently one of the tools for solving 
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problems of analysis and forecasting of economic systems. A well-built econometric model based on a 
reliable analysis of the existing economic data allows predicting and controlling the economic situation, as 

well as elaborating options for future development.  
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