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ABSTRACT  
 
In the recent days, Depression, Anxiety and Stress (DAS) became a common health issue appears over all parts the world. Several measures 

are available to compute the level of DAS and DAS-21 is the effective one amongst the other measure. Recently, machine learning and bio-

inspired algorithms are employed to handle classification problems in an efficient way. To further enhance the classification performance, FS 

process is carried out in prior to classification process. It eliminates the unwanted and irrelevant features and chooses the significant 

features to model the classification system. In this paper, the significance of FS approaches (ACO and PSO) in the ant-miner based 

classification task of DAS is investigated. Ant-miner is the well-known classification algorithm which leads to efficient results for several kinds 

of classification task. This paper proposes a novel DAS model by the integration of FS methods with ant miner based classification model. 

The results are evaluated by validating the proposed method against a dataset collected by our own. The performance measures used in this 

study are accuracy, sensitivity, specificity, Kappa coefficient, F-score, False Discovery Rate (FDR) and False Omission Rate (FOR). 

 

INTRODUCTION 
  
Based on World Health Organization (WHO), mental stress is commonly present in all parts of the world [1]. 

Some disorders like schizophrenia, bipolar disorder, depression, anxiety and stress (DAS) are some of the 

major dementia connected illness is also the causes of persons lives with disable nature. DAS are the well 

known diagnoses in health care and related to around 24% of diagnoses [2]. The significance of perceiving 

and handling depression and anxiety can't be downplayed as these constraints can bring a considerable 

decrease in personal satisfaction. This may show as confined support in the working environment, decline 

in normal health and disappointment in family or social life [3-5]. People with anxiety issue are more 

averse to take an interest in the workplace in contrast with people with disabilities and long-term health 

troubles [6], while depression are probably going to be less gainful at work or need to lessen the amount 

of work they perform.  

 

Depression has been accounted for as an important imperative risk factor for suicide.  An investigation by 

Suominen, Henrikkson, Suokas et al [7] revealed that 38% of suicide attempters has suffered from 

depressive issue while 75% were tested to have a depressive disorder (e.g. significant depression, 

depressive issue not generally indicated). Along with the individual load linked with depression and 

anxiety, there are also extensive financial costs to the community. In addition, DuPont and his team [8] 

recommend that the best effect comes from indirect costslike profitability in the working environment. The 

effect of unprocessed depression and anxiety on the capability to function is accounted for to be 

equivalent or more prominent than that of other basic medical issues, for example, coronary illness or joint 

pain [9]. Appropriate and sufficient handling of these conditions is essential as early recognition may 

prompt better result for the people concerned. Various researchers have evaluated distinctive models to 

distinguish the connection amongst depression and anxiety. In view of conventional ideas, anxiety and 

depression do not vary from each other and sometimes the conditions which present at the same time. 

This is because of the way that the models include anxiety and depression enfolds some common 

symptoms. Due to the interconnection between depression and anxiety, few investigations are made to 

find whether the emotional status of these differ from each another. As a result, some studies employed 

factor examination to compute discriminant validity of scale items. From the outcome of factor analysis, 

obviously the interconnection is at the middle level between anxiety and stress, however DAS are not quite 

the same as one other [10]. 

 

There are different factors which impact DAS and some of the reasons are sickness, pregnancy, scholarly 

advance, web-based social networking, debilitated understudies, disabled students, etc. of these issues 

are important to give treatment and diminishing the inability from the environment [11]. Distinctive 

measuring scales are available to calculate the levels of DAS and some of them include Beck Depression 

Inventory (BDI), the Beck Anxiety Inventory (BAI), the Hospital Anxiety and Depression Scale (HADS), the 

Center for Epidemiological Studies Depression (CES-D), and the Depression Anxiety Stress Scales (DASS). 

DASS is the most commonly used measuring scale and it has two forms namely DASS-21 and DASS-42. 

 

DAS investigation models with novel ideas are presented and few of the conventional approaches are not 

widely used. In the meantime, the prior models are not applicable for the variations in the levels of DAS. In 

the recent years, numerous approaches are developed to classify DAS and are found in the literature. 

These strategies are utilized for data classification and in some of the cases it is integrated with other 

methods for hybrid approaches. Feature Selection (FS) is also a part in the process of data classification. It 
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is a procedure of choosing subset of features from raw features. It removes the redundant and irrelevant 

features along with the reduction in computational complexity of the system. The advantages of FS 

methods are less execution time, transparency, minimizing the number of measurements, etc. and so on. 

The goal of FS algorithm is to make the system less complex and to maximize the efficiency of the learning 

algorithm.  The FS can be formulated as a combinatorial optimization problem and the function selection is 

a dataset. The design variables are the addition (1) or the elimination (0) of the features. A complete 

selection of features would measure several combinations (2N, where N represents the number of 

features). It is hard to compute in case of more number of features and it becomes impossible. It is 

computationally complex; when the number of features is big, then it become impossible. Some of the 

metaheuristic algorithms used for FS are Ant Colony Optimization (ACO), GA, Particle Swarm optimization 

(PSO), simulated annealing, etc. are employed for effective results.  

 

This paper investigates the significance of FS approaches (ACO and PSO) in the ant-miner based 

classification task of DAS. Ant-miner is the well-known classification algorithm which leads to efficient 

results for several kinds of classification task. This paper proposes a novel DAS model by the integration of 

FS methods with ant miner based classification model. The results are evaluated by validating the 

proposed method against a dataset collected by our own. The performance measures used in this study 

are accuracy, sensitivity, specificity, Kappa coefficient, F-score, False Discovery Rate (FDR) and False 

Omission Rate (FOR). 

 

 

RELATED WORK  
 
This section summarizes the state of art methods to investigate DAS in different dimensions. In [12], an 

examination is one to analyze the satisfaction level and ensuring the recommendation of giving  internet-

delivered treatment DAS for university students. The result of the examination demonstrates that the DAS 

level is diminished among students who experienced the proposed learning 4 times in a month. [13] 

performed a study to explore the state of DAS on high school girl students in Saudi Arabia by the use of 

DASS-42. Among the samples (N=545), just 26% of young ladies are not having DAS and half of the young 

lady’s experiences atleast two disease in DAS. The outcomes portray the centrality of naming essential 

care doctors to protect young ladies, approve and mend psychological instability. [14] inspects the 

interconnection between otherworldly wellbeing and DAS in the patients experience from heart problems. 

A sample (N=150) is gathered from Ardabil clinic in the year of 2014. The outcome of this study 

recommends that the rise in spiritual health automatically reduces the level of DAS levels in heart failure 

patients. It suggests the necessity of forming medical communities to give mandatory spiritual healthcare. 

[15] led an examination to decide the intermediate responsibility to handle the measure of addicting to 

video game and psychological maladjustment. A survey (samples N=552) is performed over internet by the 

use of CAES scale, DASS-21 and BACQ. The results indicate that a solid connection between them the 

higher inclusion in computer games can lead to higher risk of addiction. [16] performed a study to 

assessment to anticipate the likelihood of DAS for Type II diabetes patients (N=2508) in 12 open 

medicinal services associations in Malaysia. DASS is utilized and gotten the likelihood of DAS indications 

11.5%, 30.5% and 12.5% separately. It is clear that the occurrence if DAS is observed to be high for Type II 

diabetics. [17] carried out a procedure o compute the DAS levels of mechanical representatives in 

Bangalore, India utilizing DASS-21. From the acquired outcomes, it is clear that 36% of workers experience 

the ill effects of uneasiness. 

 

[18] presented a method to identify the defects and analyze fundamental depressive disease in online 

networking. Initially, Crowdsourcing is utilizing to gather Tweets by the use of a default psychometric tool. A 

statistical classifier is developed to evaluate the risk of depression, before the reported onset. It gives an 

approach to design new tools to determine the severity levels of depression which will be helpful for 

individual persons and hospitals. [19] performed an investigation to assess the DAS level on Nepal 

medical undergraduate students (sample N=538) by DASS and SPSS is employed as a statistical tool. In 

addition to DASS, some additional questions are also added in the questionnaire. The results demonstrate 

that the students suffer from DAS and the respective percentage is 29.9%, 41.1% and 27%. [20] carried 

out a study to evaluate the DAS among the undergraduate physiotherapy students. This study is done 

based on the data gathered from 267 students and the results reported that the DAS level is high. So, it is 

suggested to give promotions and healthcare to the physiotherapy students. [21] investigated the rate of 

ADHD-related traits among young adults in an Australian university, and to study whether higher 

endorsement of ADHD-related symptoms is linked with self-reported symptoms of DAS, and autistic-like 

traits. 

 
 

MATERIALS AND METHODS 
PSO based FS 

 

In this study, ant-miner algorithm is employed for data classification purposes of DAS. To enhance the 

classification results of the ant miner, two FS approaches include ACO and PSO is used to prefer the 

feature sunset and remove unwanted features from the applied dataset. The overall workflow of the FS 

methods employed in ant miner algorithm is discussed below 
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PSO is one of the evolutionary algorithm introduced by Kennedy and Eberhart in 1995 [22]. PSO is devised 

from the inspiration of social behavior of bird flocking and fish schooling. The fundamental idea of PSO is 

to optimize the knowledge using social interaction in the population where thinking is private as well as 

social. In PSO, it is assumed that every solution is identified as a particle in the swarm. Each particle owns 

a position in the search space, which is given by a vector xi= (xi1, xi2, . . ., xiD), where D is the dimensionality 

of the search space. The particles travel in the search space to search the optimal solutions. Therefore, 

the velocity of each particle is denoted as vi= (vi1, vi2, . . ., viD). For the duration of movement, every particle 

performs position and velocity updation on the basis of its experience and its neighbors. The best 

preceding location of the particle is termed as personal best pbest, and best location attained by the 

population is termed as global best gbest. By the use ofpbest and gbest, PSO performs searching process 

of finding optimal solutions by position and velocity updation of every particle using Eq. (1) and (2). 

 

                                                           
       

     
                                            

 

   
         

                 
          (       

 )              

 
where t represents tth iteration in the evolutionary process, d ∈D denotes the dth dimension in the search 

space. w is inertia weight, c1 and c2 are acceleration constants. r1 and r2 are random values uniformly 

distributed in [0, 1]. Pid and pgd represents the components of pbest and gbest in the dth dimension. The 

velocity is limited by a fixed maximum velocity, vmax, and vt+1 id ∈[−vmax, vmax]. The algorithm 

terminates when a predefined condition is satisfied, which can be a better fitness value or a fixed 

maximum number of iterations. 

 
ACO based FS (ACO-FS) 

 

For a feature set of size n, the FS technique helps to discover a minimal feature subset of size s (s<n), 

while keeping higher accuracy to represent original features. A partial solution is to represent any ordering 

between the features of the solution. In the meantime, the forthcoming feature to be selected should not 

be impacted by the past feature annexed to the partial solution [23]. In any case, there is no need that the 

solutions of a FS problem ought to be of equivalent size. The mapping of FS problem to ACO algorithm 

includes: 

 Graph representation, 

 Heuristic desirability, 

 Pheromone updation and 

 Solution construction 

Graph representation 

To begin with, the FS difficulty should be redefined as an ACO problem. Generally, ACO algorithm desires 

the problem to be represented in the form of graph. In this Fig, the nodes indicate features and the edges 

constitute the selection of next features. The optimal feature subset is chosen by the procedure of ant 

traversal through the graph where less number of nodes visited will fulfill the traversal termination 

condition. Every node is associated together to permit any feature can be chosen. The ant is initially at 

node F1 and the options of the path to append subsequent features are represented by dotted lines. It 

picks a feature F2utilizing transition rule, next it picks F6, F3, F8 and F9. On arriving F4, the present subset 

{F1, F2, F6, F3, F8, F9} is found to fulfill the traversal termination condition. The ant stops its transversal and 

provides the selected subset of features as a candidate for data reduction. The final chosen subset is 

denoted by solid lines. Utilizing the reformulated diagram, the transition rules and pheromone rule 

updation of traditional ACO algorithms can be engaged. For this situation, every feature has its individual 

pheromone and heuristic value. 

Heuristic desirability 
 

The basic element of ACO algorithm is a constructive heuristic to produce solutions in a probabilistic way. A 

solution construction begins with a null partial solution. Subsequently, at each construction process step, 

the current partial solution is extended by including a feasible solution element from a collection of 

solution components.  

 

Pheromone updation 
 
When all the ants found the solutions, the pheromone evaporation of all nodes is initiated and each ant k 

deposits a quantity of pheromone as given in Eq. (3), 

                                    
     {   (     )  

            

 
         ∈      

                   
  (3) 

where      is the feature subset produced by ant k at tth iterative and         indicates the length, ϕ and φ 

are the two parameters to control the relative weight of classifier performance and feature subset length, 



 SPECIAL ISSUE: COMPUTER SCIENCE 

www.iioab.org    | Mary & Jabasheela. 2018 | IIOABJ | Vol. 9 | 2 | 121-128 | 

 

124 

ϕ∈ [0,1] and φ=1-ϕ. Basically, adding new pheromone by ants and pheromone evaporation are 

represented by the rule as given in Eq. (4) is applied to all the rules: 

 

                   ∑   
        

     
   (4) 

 

where m is the number of ants at every iteration and  ∈ (0, 1) is the pheromone trail decay coefficient. 

The main usage of pheromone evaporation is to keep away from stagnation, each ant experience 

pheromone updation and the best ant lays more pheromone on nodes of the best solution. It leads to the 

exploration of ants around the optimal solution in the subsequent iterations. 

 
Solution construction 
 

The process begins with the generation of number of ants and is deployed in a random way. Next, the 

number of ants to lay on the graph is set equivalent to the number of features available in the data. The 

ant starts from the process of path construction from different features. From the initial positions, they 

transverses the nodes in a probabilistic way until the termination condition satisfies. The consequential 

subsets are gathered and analyzed for optimal one. On the identification of optimal subset, then the 

procedure terminates and the best feature subset is noted. When the conditions unsatisfied, then the 

pheromone will be updated and generates a new set of ants to repeat the process. 

 
ANT-MINER based DAS Classification 
 

Once the features are chosen by ACO and PSO algorithm, ant miner applied for the classification of DAS. 

Using ant miner algorithm [24], the ants determine the shortest path from source to destination. The ants 

choose the possible paths using a probability function. It is derived by the amount of pheromone present 

in the path and heuristic function. When ants visited all the feasible paths, the path containing more 

amount of pheromone and the heuristic value with higher possibility will be elected. On choosing a path by 

ant, the pheromone value initiates to rise. When adequate number of ant follows one path, it will become a 

candidate rule and it is considered as a discovered rule when the quality is good enough.  

 
Structural representation  
 
Basically, ACO follows the foraging principle of real ant colonies. An attribute is denoted as Attributei where 

i indicate the series of the attribute and Vaij represents the non-continuous attribute value. The 

subsequent level of the attribute fall into a class and the value of class are indicated by CLk, where k is the 

series value in the class. The ant rises from the nest as a source and chooses a value for each attribute. 

Upon visiting all attributes, it takes a value for the class and consumes the food as a destination [30]. For 

rule discovery, sufficient amount ants should takes the similar path which is explained below and shown in 

[Fig. 1].  

 

 
 

Fig. 1: Structural representation of ACO based classification. 

…………………………………………………………………………………………………………………………… 
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Rule structure  
 

The classification based rule structure of ant-miner algorithm is: IF <antecedent > THEN <descendant>. 

 
Rule generation 
 
Sequential covering method is employed by ant-miner algorithm to recognize the list of classification rules. 

At first, the number of discovered rules in the rule list is set to zero and the training set hold the collection 

of discovered rules. The discovery of classification rules in each repetition of WHILE loop parallel to a 

number of executions of the REPEAT-UNTIL loop leads to shifting of a classification rule list and eliminates 

from training set. This process continues until maximum threshold value reaches the number of uncovered 

training cases. At the start, Antt set with zero rules and incremented by one term to its available partial rule 

until any of the below conditions satisfied 

(1)  Any value lesser than predefined threshold can be appended to the rule 

(2)  When the ants utilize all the attributes earlier, rule generation will be terminated. The artificial ants 

select an attribute value to create rules by the probability function Eq. (5). 

 

Pxy = 
         

∑     
 
    ∑ (            )

 

   

                 

where,      represents the likelihood function,   represents the value of a problem-dependent heuristic 

function and       represents the amount of pheromone at iteration t. 

 
Rule pruning: This procedure aimed to eliminate the unnecessary rules generated by ants in every step. 

It helps to improve the rule quality generated by the ants and the rules will be simple. Eq. (6) gives the rule 

quality lies between, 0 ≤ Q ≤ 1.  

                                   
  

         
 

  

         
                              

 
where, TP-True Positive, TN- True Negative, FP-False Positive and FN-False Negative. 

Pheromone Updating: It represents the quantity of the evaporation of ant pheromone in the real world. 

Artificial ants execute pheromone updating process to find the simpler rules. Due to positive feedback 

procedure, the errors in the heuristic measure will be corrected and leads to enhanced classification accuracy 

and is equated in Eq. (7). 

         
 

∑    
   

  (7) 

 
where,     

represents the value of a problem-dependent heuristic function, a is the ‘n’ number of 

attributes, bi is the possible values that associated attribute ai. 

 

PERFORMANCE EVALUATION 
 

To validate the effective results of the proposed method, it is validated using a dataset, which contains 

938 samples collected from college students from Puducherry, India using DASS-21 measure to assess 

the level of DAS among them. The dataset consists of a total of 938 instances, 7 features and 5 classes. 

The dataset description is tabulated in [Table 1]. For experimentation, WEKA is used as a simulation tool. 

The performance of the proposed method are compared with PSO based FS in the classification process 

using ant miner. The experimental results are compared with one other using different performance 

measures namely accuracy, sensitivity, specificity, Kappa coefficient, F-score, FDR and FOR. 

Table 1: Dataset description 
 

 

 

 

 

 

 

The comparative results of the ACO based feature section methodologies are tabulated in [Table 2-4] for 

depression, anxiety and stress and are illustrated in [Fig. 3-5 ]respectively. From [Table 2], it is apparent 

that the classification performance without FS is poor than other methods. By contrast, the classification 

results of the PSO based FS methodology achieves better performance than without FS. In the same way, 

the ACO based FS with classification shows superior performance than other compared methods. 

However, out of 7 features, PSO algorithm selects four features whereas the proposed ACO algorithm 

selects only three features. For depression dataset, the proposed method attains maximum closest 

S. No Dataset No. of Instances No. of Features No. of Classes 

1 Depression 938 7 5 

2 Anxiety 938 7 5 

3 Stress 938 7 5 
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performance with a higher accuracy of 97.56, sensitivity of 93.86, specificity of 99.23, F-score of 96.78, 

FOR of 6.56, FDR of 2.45 and kappa value of 93.47 respectively.  

Table 2: Classification results with depression dataset 

 
Method Selected 

Features 
Accuracy Sensitivity Specificity F-score FOR FDR Kappa 

None All 77.51 85.21 52.33 86.62 14.44 13.98 35.09 

PSO 6,3,1,7 91.42 88.67 93.12 89.55 10.11 11.45 81.67 

ACO 4,6,2 97.56 93.86 99.23 96.78 6.56 2.45 93.47 

 

 
 

Fig. 2: Comparative analysis of classification results for depression dataset. 

…………………………………………………………………………………………………………………………… 
 

Table 2] demonstrates the classification performance for anxiety dataset. The table values depicts that 

the worse performance is achieved when no FS mechanism is involved. The classification performance is 

significantly improved by the inclusion of FS methods. Here, the PSO FS method outperforms the 

classification performance when no FS is employed. But, it fails to achieve better performance when 

compared to ACO based FS. Similarly to depression dataset, for anxiety dataset, out of 7 features, PSO 

algorithm selects four features whereas the proposed ACO algorithm selects only three features. For 

anxiety dataset, the proposed method attains maximum closest performance with a higher accuracy of 

93.78, sensitivity of 92.31, specificity of 94.76, F-score of 91.06, FOR of 7.36, FDR of 12.14 and kappa 

value of 84.76 respectively.  

 

Table 3: Classification results with anxiety dataset 
Method Selected 

Features 
Accuracy Sensitivity Specificity F-score FOR FDR Kappa 

None All 89.78 83.3 93.69 85.41 14.01 13.22 74.72 

PSO 2,3,4,1 91.68 89.71 93.76 88.51 10.42 12.67 79.68 

ACO 1,3,2 93.78 92.31 94.76 91.06 7.36 12.14 84.76 

 

 

 
 

Fig. 3: Comparative analysis of classification results for Anxiety dataset. 

…………………………………………………………………………………………………………………………… 
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From [Table 2], it is apparent that the classification performance with no FS shows worse performance 

than the compared methods. By contrast, the classification performance of the PSO based FS method 

accomplishes preferable performance than without FS. In the same way, the ACO based FS with 

classification shows superior performance than other compared methods. However, out of 7 features, PSO 

algorithm chooses four features whereas the proposed ACO algorithm selects only three features. For 

depression dataset, the proposed method attains maximum closest performance with a higher accuracy of 

93.57, sensitivity of 93.31, specificity of 93.76, F-score of 91.06, FOR of 8.36, FDR of 10.14 and kappa 

value of 84.76 respectively. From the above experimental results, it is proved that the inclusion of ACO 

based FS process will enhance the classification performance of the ant-miner algorithm for DAS.  

 

Table 4: Classification results with stress dataset 
Method Selected 

Features 
Accuracy Sensitivity Specificity F-score FOR FDR Kappa 

None All 89.84 95.93 73.61 93.82 20.4 12.18 70.15 

PSO 3,5,2,6 90.65 88.71 93.76 88.51 10.42 12.67 79.68 

ACO 3,4,6 93.57 93.31 93.76 91.06 8.36 10.14 84.76 

 

 
 

Fig. 4: Comparative analysis of classification results for Stress dataset. 
 

…………………………………………………………………………………………………………………………… 

CONCLUSION  
 
This paper investigates the significance of FS approaches (ACO and PSO) in the ant-miner based 

classification task of DAS. It eliminates the unwanted and irrelevant features and chooses the significant 

features to model the classification system. The goal of this study is to examine the consequence of FS 

approaches in the ant-miner based classification task of SPP. The results are evaluated by validating the 

proposed method against a dataset collected by our own. The performance measures used in this study 

are accuracy, sensitivity, specificity, Kappa coefficient, F-score, FDR and FOR. The proposed method 

attains maximum closest performance with a higher accuracy of 97.56, sensitivity of 93.86, specificity of 

99.23, F-score of 96.78, and kappa value of 93.47 respectively. From the experimental results, it is 

verified that the use of ACO in the FS for ant miner based data classification is superior than the PSO 

based FS. 
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