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ABSTRACT 
 
The work presents the efficient hyper spectral image compression using fast discrete curve let transform and AAC(Adaptive Arithmetic 

Coding) and comparison with SPECK coding. Image compression is the technique uses lossy or lossless coding to reduce the storage space 

required for image information by removing spatial redundancy. Lifting wavelet transform based set partitioning in embedded block coder is 

used for compression. Along with this system discrete curve let based adaptive arithmetic entropy coding algorithm will be used for effective 

compression to increase compression ratio with minimum error rather than lossy coding. SPECK coder performs compression based on 

priority based transmission with two sets partitioning such as LIS and LSP. Fast discrete curve let transform is used to decompose the 

retargeted image into set of coefficients called approximation and detailed one in different orientations. The detailed coefficients contains 

both noise and edge information. The high frequency sub bands represents edges and redundant information extracted from all curved 

regions. I n encoding stage, Adaptive arithmetic coding is involved to shrink the coefficients contains to represent the image in minimal 

number of bits. Then bit stream will be transmitted or stored and compression ratio will be measured. At the decoder side, bit streams are 

decoded and then perform inverse fast discrete curve let transformation for reconstructing an image. This system evaluates the 

performance of AAC coding with various bit rates in terms of processing time, mean square error and correlation. The simulated results will 

be shown that used algorithm has lower complexity with high performance in terms of CR and image construction rather than lossy set 

partitioning in embedded block coder. 

 

INTRODUCTION 
  
A considerable measure of exploration has been done on nursery agro frameworks and all the more for the 

most part on secured harvests to control vermin and ailments by natural means rather than pesticides. 

Research in horticulture is pointed towards increment of efficiency and nourishment quality at decreased 

use and with expanded benefit, which has gotten significance in late time. A solid request now exists in 

numerous nations for non-concoction control techniques for vermin or illnesses. Nurseries are considered 

as biophysical frameworks with inputs, yields and control process circles. A large portion of these control 

circles are automatized (e.g., atmosphere and fertirrigation control).The administration of lasting organic 

product crops requires close checking particularly for the administration of illnesses that can influence 

generation altogether and consequently the post-harvest life. In the event of plant the illness is 

characterized as any disability of ordinary physiological capacity of plants, delivering trademark 

manifestations.  

 

An indication is a wonder going with something and is viewed as proof of its presence. Sickness is brought 

about by pathogen which is any operators bringing on malady. In the greater part of the cases vermin or 

illnesses are seen on the leaves or stems of the plant. Thusly distinguishing proof of plants, leaves, stems 

and discovering the bug or infections, rate of the irritation or sickness frequency, manifestations of the 

nuisance or illness assault, assumes a key part in effective development of products. In natural science, in 

some cases a huge number of pictures are created in a solitary examination. These pictures can be 

required for further studies like characterizing injury, scoring quantitative characteristics, ascertaining 

territory eaten by creepy crawlies, and so forth. All of these assignments are prepared physically or with 

particular programming bundles. It is colossal measure of work as well as experiences two noteworthy 

issues: extreme handling time and subjectiveness ascending from various people [5, 6, 7, 8]. 
 
MATERIALS AND METHODS 
 

Efficient hyper spectral image compression based on Fast Discrete Curve let Transform with Adaptive 

Arithmetic Coding and performance analysis. The performance parameters are Compression Ratio (CR), 

Mean Square Error (MSE), Peak Signal to Noise Ratio(PSNR), Correlation and Elapsed Time. The input is 

the RGB image. It is a additive colour image in which the three colours are added together to produce 

various colours shown in [Fig. 1]. [Fig. 2] shows the hyper spectral input image. The main purpose of RGB 

image is sensing, representation and display of images. Here the input image used is hyper spectral 

image. The size of compressed hyper spectral image is 256×256. 
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Fig. 1: Various colours sshow the hyper spectral input image 

……………………………………………………………………………………………………………………… 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2: Various colours show the hyper spectral input image 

……………………………………………………………………………………………………………………… 
 
 
 
 
 
 
 
 
 

Fig. 3: Conversion between RGB image into YCbCr image 

……………………………………………………………………………………………………………………… 
 
The YCbCr conversion represent the colour conversion from RGB to yCbCr.It is the family of colour images 

used as a part of colour image pipe line in video and digital photography systems.It is not an absolute 

colour space rather it is a way of encoding technique. [Fig 3] shows the conversion between RGB image 

into YCbCr image. YCbCr signals are called YPbPr , and are created from the corresponding gamma-

adjusted RGB (Red, Green, Blue) source using two defined constants KB and KR. 

 
ADAPTIVE ARITHMETIC ENTROPY CODING 
 
Arithmetic coding is different from other coding methods for which have the exact relationship between the 

coded symbols and the actual bits that are written to a ¯le. It codes one data symbol at a time, and 

assigns to each symbol a real-valued number of bits. To figure out how this is possible, we have to 

understand the code value representation: coded messages mapped to real numbers in the interval [0, 1]. 

The code value v of a compressed data sequence is the real number with fractional digits equal to the 

sequence's symbols. Convert sequences to code values by simply adding \0." to the beginning of a coded 

sequence, and then interpreting the result as a number in base-D notation, where D is the number of 

symbols in the coded sequence alphabet. For example, if a coding method generates the sequence of bits 

0011000101100, then it have 
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Code sequence d = [0011000101100}] 

 

Code value v = 0.0011000101100 2 = 0.19287109375 

 

Where the ‘2’ subscript denotes base-2 notation. As usual, omit the subscript for decimal notation. This 

construction creates a convenient mapping between infinite sequences of symbols from a D-symbol 

alphabet and real numbers in the interval [0, 1), where any data sequence can be represented by a real 

number, and vice-versa. The code value representation can be used for any coding system and it provides 

a universal way to represent large amounts of information independently of the set of symbols used for 

coding (binary, ternary, decimal, etc.). For instance, in [1.5] the same code with base-2 and base-10 

representations. Evaluate the of any compression method by analyzing the distribution of the code values 

it produces. From Shannon's information theory, if a coding method is optimal, then the cumulative 

distribution of its code values has to be a straight line from point [0, 0] to point [1, 1].It introduces the 

notation and equations that describe arithmetic encoding, followed by a detailed example. Fundamentally, 

the arithmetic encoding process consists of creating a sequence of nested intervals. 

 

Coding algorithm 
 

Arithmetic coding assigns a sequence of bits to a message, a sting of symbols. Arithmetic coding can treat 

the whole symbols in a list or in a message as one unit. Unlike Huffman coding, arithmetic coding doesn´t 

use a discrete number of bits for each. The number of bits used to encode each symbol varies according to 

the probability assigned to that symbol. Low probability symbols use many bit, high probability symbols use 

fewer bits. The main idea behind Arithmetic coding is to assign each symbol an interval. Starting with the 

interval [0...1], each interval is divided in several subinterval, which its sizes are proportional to the current 

probability of the corresponding symbols. The subinterval from the coded symbol is then taken as the 

interval for the next symbol. The output is the interval of the last symbol [1, 3].In order to clarify the 

arithmetic coding; we explain the previous example using this algorithm. [Table 1] depicts the probability 

and the range of the probability of the symbols between [0] and [1]. 

 

The [table 1] represents the input message consists of the following symbols: 2 0 0 136 0 and it start from 

left to right. [Fig. 3.5] depicts the graphical explanation of the arithmetic algorithm of this message from 

left to right. 

 
Table 1: Table of probability and ranges distribution of symbols 

Symbols Probability Range 

0 0.63 [0,0.63) 

2 0.11 [0.63,0.74) 

14 0.1 [0.74,0.84) 

136 0.1 [0.84,0.94) 

222 0.06 [0.94,1.0) 

 

 

RESULTS 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                      Fig. 4: Input image                                                              Fig. 5:Color Space Conversion 

…………………………………………………………………………………………………………………………………. 

 
The [Fig. 4] represents the input hyper spectral image .The size of an image is in the range of 1390*836 

.In this range cannot get better output image and the compression time is also more , so it is compressed 

into 300*300 to reduce the compression time .Therefore the required output image will be obtained. Color 

Space Conversion is a preprocessing module .The image should be represented in matrix form that is 
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mxnx3 form so the images are classified into three layers. The three layers are red, green, and blue ( RGB 

colors).In order to make the processing simple the yCbCr color conversion is used.In The YCbCr color space 

conversion, y represents the luminance yellow, Cb represents chromium blue and Cr represents the 

chromium red .The luminance yellow gives information about the brightness ,structural and the texture of 

the images .The chrominance blue and red gives color information.    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6.FDCT decomposition                                                              Fig. 7: LWT Decomposition. 

…………………………………………………………………………………………………………………………… 
 

The Fast Discrete Curve let transform [fig. 6] has three steps. The three steps are Wavelet transform, FFT 

transform and Ridge let transform. The chromium blue and chromium red which specifies the color 

information such as repeated information, irrelevant compression ratio, redundant data of an image 

undergoes plane separation. The FDCT transform has 9 high frequencies and 1 low frequency. The 

diagram [Fig. 7] represents 8 different orientation. It is the representation of images in different scales in 

different orientations shown in [Fig. 7]. of the image shown in [Fig. 5]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
                              Fig.7:  i)  Using SPIHT                                           Fig.7:  ii) Using AAC 

……………………………………………………………………………… 
 

Here is the comparison between the SPIHT coding output and AAC coding output [Fig 8].Comparing to 

SPIHT coding Adaptive Arithmetic Coding has Less Distortion and better compression ratio. Flexibility of 

adaptive Arithmetic Coding is higher than SPIHT coding and there is no need of any code books at decoder 

side. It gives high compatibility shown in [Fig 9-12] Also measures in corresponding [Tables 1-4]. 

 
PERFORMANCE MEASURES OF COMPRESSION RATIO ANALYSIS 
 

Table 1: Compression ratio Analysis for SPIHT vs AAC coding. 

 

Image Name Using SPIHT Using AAC 

Ocean image 2.1013 12.0656 

Highway Area 1.7724 3.6772 

Multitemporal image 1.3986 2.5607 

Chennai Beach 2.0203 6.3853 

Urban Area 1.6490 4.4292 

Multispectral Image 2.1422 7.8990 
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Fig. 9: Compression ratio Analysis                          Fig. 10: Mean Square Error Analysis 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 11: Peak Signal To Noise Ratio analysis       Fig. 12: Encoding time and Decoding Time Analysis 

……………………………………………………………………………… 
 
SQUARE ERROR ANALYSIS 

 
Table 2: Mean Square Error Analysis for SPIHT vs AAC coding 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 

Waubay 1.9833 5.9263 

Lake 1.3380 2.2430 

Agriculture Land 1.9062 5.2845 

Input image Using SPIHT Using AAC 

Ocean image 0.7633 0.2461 

Highway Area 0.8565 0.2754 

Multitemporal image 0.90919 0.2800 

Chennai Beach 0.7123 0.1944 

Urban Area 0.9058 0.2802 

Multispectral Image 0.7928 0.2236 

Waubay 0.8068 0.2647 

Lake 0.9386 0.2869 

Agriculture Land 0.8563 0.2612 
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Peak Signal To Noise Ratio Analysis 

                             
 Table 3: Peak Signal To Noise Ratio analysis for SPIHT vs AAC coding 

Input image Using SPIHT Using AAC 

Ocean image 49.3265 54.6216 

Highway Area 48.8143 53.9990 

Multitemporal image 48.5795 53.8776 

Chennai Beach 49.6817 55.6318 

Urban Area 48.5757 53.8925 

Multispectral Image 49.6095 55.0831 

Waubay 49.1304 54.2511 

Lake 48.4250 53.7908 

Agriculture Land 48.8114 54.2794 

 
Encoding time and Decoding Time Analysis 

                     
Table 4: Encoding time and Decoding Time Analysis for SPIHT vs AAC coding 

      Input image Encoding Time Decoding Time 

Using 

SPIHT 

Using AAC Using 

SPIHT 

Using AAC 

Ocean image 1.0832 2.9643 0.2747 2.9275 

Highway Area 1.25236 4.4485 0.4217 4.5043 

Multitemporal image 1.5082 5.4502 0.6564 5.5228 

Chennai Beach 1.1351 2.7737 0.851 23.7949 

Urban Area 1.3970 4.0470 0.5062 4.1113 

Multispectral Image 1.0491 2.9206 0.2310 2.9162 

Waubay 1.1780 3.4120 0.3526 3.4663 

Lake 1.5585 5.8842 0.6553 5.9255 

Agriculture Land 1.2037 3.5318 0.3769 3.5317 

 

CONCLUSION 
 
This work presented that HS image compression using lossy and lossless coding for analysis of 

compression effect based on wavelet based set partitioning in hierarchical trees coding and curve let 

based arithmetic coding. Wavelet based speck coding was used to compress image by considering 

significant coefficients based on priority. Adaptive arithmetic coding provided better encoding performance 

with discrete curve let transform. It represented an image interms of detailed coefficients in all directions. 

The simulated results shows that, entropy coding provides better compression ratio rather than SPIHT 

coding and Image quality also can preserve it with entropy lossless Coding. Further the hyper spectral 

image compression by using fast discrete curve let transform with entropy coding system will be enhanced 

by modifying used encoding algorithm with context adaptive coding to preserve the image details and with 

low complexity. 
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