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INTRODUCTION 
 

Gene selection is one of the most important technique to find the informative genes from the cells. However it is 

most difficult to predict the genes from the large volume of data’s that are irrelevant to the cancer disease. This 

can be resolved by integrating the gene selection approach which is used to find the informative genes and omit 

the irrelevant gene data’s [1]. 

 

The gene expression data like non-relevant data, noise data and comparison of gene samples (high dimensional 

data) causes tedious problem in the gene selection process [2]. To avoid this problem, the efficient classifier’s are 

required to classify the exact samples of genes in a particular set of instructive genes from the part of a larger set 

of gene samples by using a gene selection method. The gene selection is called feature selection in the 

computational intelligence domain [3]. The advantages of gene selection are 

 

1) It improves the accuracy of the classification, 

2) Shorter process time. 

3) It can reduce the over fitting of the data. 

4) It can take away the not related and noise genes. 

 

The feature selection method is mainly used to decrease the more number of genes in classification in the 

classification accuracy [4,5]. It means this method mainly involved increasing the classification performance and 

decreasing the more number of features into small number of features selected. Generally the feature selection 

Micro array data’s plays major role in the bio medical fields which is used to analyze and predict the 
various diseases effectively. Classification is a most concerned data mining strategy that can be used to 
predict the disease by classifying the micro array data in terms of their feature values. However, this 
would be more difficult task due to presence of irrelevant information present in the micro array data such 
as noises, redundant genes, and uninformative genes and so on. This research work focus on 
implementing the methodology which can be used to classify the micro array data accurately with 
increased performance result. Methods:In the proposed research methodology optimal feature selection 
is focused to avoid the irrelevant information given as input to the classifier, thus the performance can be 
optimized. It is achieved by introducing the novel mechanism namely Hybridized biogeography based 
optimization (BBO) and Artificial bee colony algorithm (ABC) in which migration operator process is 
combined with the ABC algorithm. In the proposed research method, preprocessing is done by using 
NLLS impute algorithm which would select the top most 60 genes from the set of gene with replacement 
of missing values. After pre-processing SVM-REF and BBF strategies are used for the classification and 
gene selection purpose that is finished with the assistance of leave-one-out cross validation methodology 
(LOOCV). Results:The evaluation of the proposed research methodology is done in the matlab 
simulation environment under varying size of micro array data set. The results are compared against the 
different performance metrics with various existing research works for gene expression dataset bench 
marks. Conclusions:The finding of the research work proves that proposed method outperforms the 
existing methodologies.Applications: This approach would be more useful in the fields such as 
bioscience, bioengineering,and medical fields for the appropriate detection and analysis of the various 
diseases and their patterns. 
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based on single objective problem based evolutionary algorithms is not as much of common and computationally 

costly as multi objective approached.For that reason the evolutionary algorithm is used to develop a multi 

objective approach is required and at the same time it make the most of the classification rate and reduce the 

number of features selected.  

 

The NSGA-II [6] and SPEA [7] are currently planned for the feature selection in multi objective based methods. 

To get small set of non-redundant disease related genes by using the multi objective particles swarm optimization 

from the hybrid multi-objective optimization method [8]. Salcedo-Sanz et al uses multi objective genetic 

algorithms used to common uniqueness of the samples as feature correlation and search the subset of features by 

combining different filter approaches criteria for feature selection [9]. The multi-objective approach in hybrid GA 

and support vector machine classifier (GASVM) is proposed for gene selection and the classification of gene 

expression data [10]. An archived multi-objective simulated annealing (AMOSA) is developed for predicting 

miRNA promoters using an SVM with RBF kernel in a feature selection method [11, 12]. 

 

A neural network is working to let the use of a representative database to calculatesuitability.A multi-objective 

evolutionary algorithm is projected to solve the difficulty of gene selection in the gene subset size minimization 

and performance maximization [13]. To establish the benchmark problems by using the optimization of split 

modified radius-margin model selection criteria [14].The a multi-objective genetic algorithm is used to gene 

selection in the microarray datasets [15]. This process is consummate by support vector machines. A multi 

objective genetic algorithm used to increase the classification accuracy rate in the number of features [16]. And 

also the multi objective genetic algorithm useful for image processing especially for edge detection and the 

complete comparison on the canny edge detector [17]. In the bioinformatics and computational biology field using 

multi objective optimization technique [18]. This technique is mainly used to elucidate the reasons after the use of 

multi objective optimization in each application area and also to direct the possible futures. 

 
MATERIALS AND METHODS 
 
In the proposed research methdology, an improved classifier for the micro array data to diagnize the disease is introduced which 
is achieved by introducing the optimal feature selection mechanism that can avoid the irrelevant features from the set of micro 
array data set.In this approach gene expression data set is given as a input. Initially infomax ICA mechanism is used to select the 
top 60genes from the input data. Then the preprocessing is done to replace the missing values using NLLS imputation approach. 
Then the SVM-REF and BBF is used to perform gene selection by adapting leave one at last out cross validation (LOOCV) 
method in the support vector machine. At last HABCBBO is adapted to perform optimal feature selection with the concern of 
discrete problems. It is called BBHK and is based on migration model. The overall proposed methodology shown in the [Figure- 
1].  

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1: Overall Proposed Methodology 

……………………………………………………………………………………………………… 

Preprocessing of the dataset with missing value imputation  

 
The gene expression microarray data is preprocessed to reduce the larger amount of genes to the small set of genes. It is used to 
increase the competnce of classification accuracy rate in the high dimenional data set. For various tentative reasons the microarray 
data might contains a missing values. Before applying the microarray data in data analysis algorithm  it is very important to 
implicate the missing values. In this proposed work a New Local Least Square imputatiom based algorithm (NLLSimpute) 
implemented.  
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This algorithm is similar as K-nearest neighbor imputatiom algorithm.In this research work it is used to select the K-nearest gene 
from the complete set of obtained candidate gene as a substitute of the complete genes and also reuse the imputed information 
available. Subsequently the highest missing rate will be imputed in the target gene with the available information. The New Local 
Least Square impute algorithm proceeds as follows: 

 

 

Algorithm: NSLLSimpute  

 

Input: The m number of ganes and n number of samples from the  microarray gene expression matrix T it  contains some 
artificial missing entries.  

Output: The missing entries are predicted.  

1) At first from the complete gene expression matrix X to replace the missing positions of the given gene expression matrix. 

2) According to their missing rate and imputation one after another the m number of genes in X are sorted in ascending 
order. 

 3) For each target gene gt in X do:  

a) For each missing position p in target gene gt do:  

i) The Pearson Correlation coefficient is used to select the k number of candidate genes nearest to the target gene.for the 
period of the computation of Pearson Correlation coeffient the missing positions filled with row average are ignored[9]. 

ii) The conception of local least squares is imputing the missing position p in the target gene beneathdeliberation[9]. 

 iii) The result of imputed values are positioned in the missing positions of the considered target gene. 

 4) End 

 

Gene selection  

 

The integrated SVM-RFE having a excellent recital on classification but it having the poor performance on seperability in 
redundant class labels. BBF is used to avoids redundant class labels in selection. Both combined achieves as good asrecital. 
The Fig.1 shows the schematic view of overall process carried. The SVM-RFE and BBF are used to select the feature from 
dataset  after selection the features are going to the process of classifier for training. Finally in the training session the 
evaluation conceded with testing data. 

 

Feature Selection Method  

 

The recursive elimination procedure of SVM-RFE [3] is implemented as follows:  

1. Start: ranked set R=[ ]; picked feature subset S=[1, …, d].  

2. Repeat until all features in subset gets ranked:  

a. Train the features with SVM from set S as input variables.  

b. Calculate the weight vector for each feature.  

c. Calculate the ranking score for features in set S.  

d. Identify the feature with the smallest ranking score.  

e. Update.  

f. Eliminate smallest ranking feature. 

3. Result: Ranked feature set R[ ].  

 

After ranking genes by SVM-RFE we eliminate redundancy by applying Based Bayes Error Filter (BBF). The BBF intially 
processed the relevant candidate genes that are selected by a criterion function and second the criterion controlling the upper 
bound of the Bayes error is applied to the relevant candidate genes in order to remove the redundant genes. By this way, the genes 
and the subset of the gene are selected for further processing. 

 

HABCBBO for optimizing the objective function 
 

The stages of ABC algorithms are categorized into three phases. Those are empploye bee phase, onlooker bee phase, scout bee 
phase. Initiallly, The population of bee N p would be created randomly by using the bees that are present in the search space Ω. 
This population is nothing but the group of food sources. Based on the volume of the food space, bees attraction would differ. For 
example, food space with volume would be attracted more by the bees and less food volume would be less attracted by bees. Thus 
in ABC appraoch, objective function is find an food source with more volume of food. The fitness funciton based on this objective 
fucntion is calculated after initializaiton of the bee population. The equation used to calculated the fitness fucntion is givne as 
follows: 
 

 
 
In employee phase, swarm of employess bees would be sent to find an food source that contains more volume of food. In this 
swarm of employees bees, atleast one employee bee would find the food source where the bee that find the food is denoted as i 
and the food source that was found is vi.After finding the new food source with more volume of food, the old food source position 
would be updated by substituting the new xi in old value.Onlooker bees are used to filter the food sources that are found by the 
employee bees based on the food quality and the volume. This is calculated by using the roulette wheel selection approach which 
finds an food source based on probability values. Scout bees are used in the emergency situation where the optimal soluiton 
cannot be found. It will send out to find an food source when the employee and onlooker bees cannot find an opitmal solution for 
the particular period of time [10, 11, 12]. It is employed based on the parameter called ‘limit’ in terms of time unit. When the 
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optimal food source cannot be obtained in the limit time period then the scout bees would be employed.The ABC algorithm lacks 
in solution updation where the solution are not updated in the intermediate level like cross over, mutation. Thus the solution 
identification would not produce optimal solution [16]. This can be improved by integrating the biogeography-based optimization 
(BBO) approach for the migration of solution in the intermediate level. 

 
Information migration scheme 

 
The BBO scheme is based on the biological behaviour of the sea species isolation from the one locaiton to another location. The 
measure that is used in the BBO process for finding the optimal solution is habitat suitability index (HSI). Here the solution that 
have more HSI is defined as good solution, less HSI would be taken as poor solution. In BBO approach, habitate with more 
emigration rate and the less immigration rate would be taken as best solution. Based on these HSI values, solutions would be 
sorted out and the calculation procedure of μ and λ is calculated using the following equation.  

 

 

 
Hybrid ABC with migration operator 

 
As mentioned in the introduction, ABC does not do well in exploiting the existing information of solutions. On the other hand, BBO 
is good at exploiting the information of existing solutions. Based on these observations, we propose to hybridize ABC with 
migration operator of the BBO algorithm to combine their strengths, called HABCBBO. This algorithm combines the migration 
operator with the employed bee phase of ABC. In addition, Rechenberg’s one-fifth success rule is employed to effectively control 
the adaptation of immigration probability. 

 
Algorithm 1 

Input:  f(.), D, , , , limit 

Output: the best solution obtained from the algorithm 

1. Randomly create  solution  
2. Evaluate function values of solution and their fitness by (1). 

3. Set counter  i=1,2,.........  to 0; 
4. Repeat 
5. Send out employed bees (see algorithm 2); 
6. Send out onlooker bees depending on their nectar 
7. Amounts by (2); 
8. Evaluate candidate solution and their fitness by (1). 

9. Do greedy selection by (3) and update  by (5) 

10. Send out scout bees if  reaches limits 
11. Evaluate candidate solution and their fitness by (1). 

12. Reset  to 0. 
13. Until termination criterion are met  

 
Algorithm 2: Pseudo code of the employed bee phase in HABCBBO 

 

Set ,  and  

Calculate  and  for each solution in the bee colony 

For i=1 to  do 

Randomly choose  and  
For j=1 to D do 

If j== then 

 

Else if rand (0,1)<  then 

Choose a solution with  using roulette wheel selection method based on emigration rates  

 
else 

 
else 
else for 
evaluate candidate solution and their fitness by (1) 

if  then 

replace  by  
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End if 
End for 

If  then 

 

Elase If  then 

 
Else if 

Reset   
 
HABCBBO is described in Algorithm 1. This algorithm is same as ABC algorithm in which procedure differs in the phase of 
employee. Initially immigration and the emigration rate would be calculated by using equations qw and 13. And the optimal 
solution updation procedure is represented in the following equation.  

 
The above procedure is repeated for the Np times to obtain the optimal solution. And the more opt best solution is found by 

comparing the best population with the location of the populations. If   then the solution is said more optimal, else 
optimal solution is not obtained. During this iteration, number of successful operation would be counted and it is incremented by 
Sc and the one fifth rule is applied.  

 

Where    decay factor which is assumed as  for the adaptation[18]. 

In the hybridized employed bee phase,  is used to control the adaptation of immigration rate. In Algorithm 2,  is initialized to 
0.5D, which is determined based on experiment on toy functions.The final result of the optimization is the best individual of the 
last iteration. 

 
HABCBBO and support vector machines 

 
The issues that are found in the SVM methodology areoptimal selection of input feature subset and the kernel parameters. This 
issue is resolved in the proposed research method by integrating the HABCBBO algorithm with the SVM approach which is called 
as HABCBBO-SVM to optimize the parameters C and r. By doing so, feature subset selection can be done optimally and the 
testing accuracy of SVM can be improved. In the first phase, the BBKH algorithm provides a binary encoded individual where 
each bit represents a gene. If a bit is 1, it denotes this gene is kept in the subset; else if at bit is 0, it represents a non-selected 
feature. Therefore, the individual length is equal to 2+D in the initial microarray dataset. Then, the fitness of each individual is 
assessed by the accuracy of leave-one-out cross-validation method (LOOCV). The leave-one-out cross-validation method can be 
described as follows: when there are n data to be classified, the data are divided into one testing sample and n-1 training 
samples. Each individual will be selected as a testing sample in turn. The other n-1 individuals serve as the training data set to 
determine the prediction parameter of the model. The proposed research methodology HABCBBO_SVM is demonstrated by 
using the data set that contains 7 records namely A1, A2, A3, A4, A5, A6, and A7 that contains four features.Among these 
records, six records are used for training process and the remaining one record is taken for testing process. The SVM method 

fixes the parameter values as and , thus the more classification accuracy can be obtained. The fitness calculation 
is calculated as like follows: 

 

 

 
where SVM_accuracySVM classification accuracy, D  total number of the genes, and R  number of selected genes. 
The process of the algorithm is as follows 
Step 1: The gene expression data are pre-processed by the Infomax ICA method. The 60 top genes with the highest scores are 
selected as the crude gene subset. The corresponding subsets in the testing parts are also selected at the same time. 
Step 2: Converting genotype to phenotype. This step will convert parameter C, r and feature subset from its genotype to a 
phenotype. 

Step 3: the two objectives functions,  and in (9) are calculated using ABCBBO optimization. 
Step 4: Multi-objective binary biogeography based optimization. In this step, the algorithm searches for better solutions by binary 
migration model and binary mutation model. 
Step 5: Checking the termination criterion. The final feature subsets are selected, and then output the feature subset and the 
parameters C and r. 

http://jwcn.eurasipjournals.springeropen.com/articles/10.1186/s13638-015-0510-3#CR18
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The System architecture of the proposed HABCBBO based feature selection and parameters optimization for support vector 
machine is shown in [Figure- 2]. 

 
RESULTS 
 

The relevant gene selection is the most complex task in the gene expression classification method. In this research 

work, ten gene expression data is selected for the classification that includes micro array data of tumor samples, 

brain tumor, leukemia, lung cancer, and prostate tumor samples. This misro array data can be downloaded from 

the website http://www.gems-sytem.org. The data sets are partitioned into one testing sample and n-1 training 

samples. Note that each individual will be selected as a testing sample in turn. The remaining n-1 individuals will 

then serve as the training data set. 
 

Table: 1. Format of gene expression classification data 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The proposed research work namely HABCBBO-SVM is implemented in the Matlab-7.9 language development 

environment which is extended using the libsvm that was originated by Chang and Li [28]. The computing 

processor characteristics are Pentium 3.0 GHz Processor with 1.0 GB of memory. The proposed research work is 

evaluated and compared with the existing research works namely SVM Grid search, IBPSO, HPSOTS, PSO/GA 

[29], and a multi-objective algorithm NSGA-II [6]. The parameter values that are set are, “Population size:50, 

Number fo generation:100, HIS:1, Mutation rate:0.5”. 

 

To make the experiments more accurate, each algorithm will be run ten times for each gene data. After that, an 

average result of the ten independent runs is obtained and compared. As stated earlier, the main objective of the 

proposed research work is increasing classification accuracy and the number of genes selected. Thus in this multi 

objective problem, the final solution is taken by using the pareto front method in which any solution is not 

dominated by any other solutions. Pareto front optimal procedure is used to select the most optimal solution 

among the various number of solutions that can lead to high classification accuracy. 
 

Dataset 

Number 

Dataset Name Number of 

Samples 

Number of Genes Number of 

Classes 

1 11_Tumors 60 9 5726 

2 9_Tumors 174 11 12533 

3 Brain_Tumors 1 90 5 5920 

4 Brain_Tumors 2 50 4 10367 

5 Leukemia 1 72 3 5327 

6 Leukemia 2 72 3 11225 

7 Lung_Cancer 203 5 12600 

8 SRBCT 83 4 2308 

9 Prostate_Tumor 102 2 10509 

10 DLBCL 77 2 5469 
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Fig. 2: System architectures of the proposed HABCBBO -based feature selection and parameters optimization for support vector 

machine 
…………………………………………………………………………………………………… 

 

[Figure- 3, 4] represents the experiment results of MOBBKH SVM on ten gene datasets. In these figures, #acc 

denotes the testing accuracy, and #selected gene denotes the number of genes selected for these gene expression 

data. From the figures, we can see that the results of the proposed algorithm are consistent on all datasets. For the 

Leukemia1, Leukemia2, SRBCT, and DLBCL datasets, MOBBBO, the proposed MOBBKH can achieved 100% 

LOOCV accuracy with less than 10 selected genes. For the Brain_Tumor2 dataset, MOBBBO can obtainthe 100% 

LOOCV accuracy for nine times. For the other datasets of Lung Cancer, Prostate_Tumor, and Brain_Tumor1, the 

BBKF algorithm can also provide more than 96% classification accuracies except for the 11_Tumors dataset 

(92.414%) and 9_Tumors dataset (80.5%).  

Gene Expression 

Dataset 

Normalized Data 

The data is pre-processed NLLStimulate 
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highest scores are selected 
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Fig. 3: The accuracy obtained by MOBBKH in each independent runs 

……………………………………………………………………………………………………………… 

 
Fig. 4: The number of gene selected obtained by MOBBKH in each independent runs 

……………………………………………………………………………………………………………… 

 

The characteristics of the genes, selected genes, and percentage of genes selected percentage are shown in Table 

II. The average percentage of genes selected is 0.0017. For the Leukemia1, Leukemia2, SRBCT, and DLBCL 

dataset, our algorithm can obtain 100% LOOCV accuracy even though the percentage of genes selected is reduce 

to 0.0012, 0.0004, 0.0028, and 0.0010. So we can conclude that not all features are necessary for achieving the 

better classification accuracy.  

 
Table 2:The genes, selected genes, and percentage of gene selected percentage 

Dataset Name Total Number f 

Genes 

Number of 

Genes Selected 

Percentage of 

genes selected 

11_Tumors 5726 25.1 0.0044 

9_Tumors 12533 24.1 0.0019 

Brain_Tumors 1 5920 13.2 0.0022 

Brain_Tumors 2 10367 10.2 0.0010 

Leukemia 1 5327 6.5 0.0012 

Leukemia 2 11225 4.8 0.0004 

Lung_Cancer 12600 16.2 0.0013 

SRBCT 2308 6.4 0.0028 

Prostate_Tumor 10509 11.9 0.0011 
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In order to show the effective of each part, two experiments are conducted. The first experiment is to show the 

effective of the Fisher-Markov selector, and the second experiment is to show the effective of MOBBKH. In[ 

Table 3], the better results between two algorithms are highlighted using boldface. It is easy to see that both the 

classification accuracy and the number of selected genes of HABCBBO SVM are superior to grid search SVM. 

This also demonstrates the effective of HABCBBO. 

 
Table 3: Compared With mobbbo SVM With Other Previous PSO 

 
Dataset Name Evaluation Proposed 

HABCBBO 
MOBBKH MOBBBO IBPSO [8] IBPSO [6] 

11_Tumors Accuracy 96 95 92.414 95.06 93.10 

Genes 26 26 25 240.9 2948 

9_Tumors Accuracy 82.5 81.23 80.5 75.50 78.33 

Genes 25 25 24.1 240.6 1280 

Brain_Tumors 1 Accuracy 98 97.12 96.667 92.56 94.44 

Genes 14 14 13.2 11.2 754 

Brain_Tumors 2 Accuracy 99.94 99.92 99.8 92.00 94.00 

Genes 11 11 10.2 9.10 1197 

Leukemia 1 Accuracy 100 100 100 100 100 

Genes 7 7 6.5 3.5 1034 

Leukemia 2 Accuracy 100 100 100 100 100 

Genes 5.2 5.2 4.8 6.7 1292 

Lung_Cancer Accuracy 99.5 99.1 98.473 95.86 96.55 

Genes 17 17 16.2 14.90 1897 

SRBCT Accuracy 100 100 100 100 100 

Genes 7.5 7.5 6.4 17.50 431 

Prostate_Tumor Accuracy 99.2 99 98.33 97.94 92.16 

Genes 13 13 11.9 13.60 1294 

DLBCL Accuracy 100 100 100 100 100 

Genes 6 6 5.7 6 1042 

 

From the [Table-3] we can see for Leukemia1, Leukemia2, SRBCT, and DLBCL, both MOBBBO SVM and 

MOBBBO SVM without Fisher-Markov selector can obtain the 100% classification accuracy, while MOBBBO 

SVM can provide lower gene numbers. For 9_Tumors, MOBBBO SVM, and MOBBBO SVM without Fisher-

Markov selector can obtain the 80.5% classification accuracy, and MOBBBO SVM can also provide lower gene 

number. For Brain_Tumors1, Brain_Tumors2, Lung_cancer, and Prostate_Tumor datasets, MOBBBO SVM can 

not only provide better classification accuracy, but also lower gene numbers. Only for the 11_Tumors, the 

MOBBBO without Fisher-Markov selector can generate the better classification accuracy, which also 

demonstrates that the Fisher-Markov selector is not suitable for all the situations. For the second experiment, we 

compare our approach with grid search SVM.  

 

Based on the above analysis, the experimental results can demonstrate the flexibility and robustness of the 

proposed HABCBBO in feature selection. This algorithm can provide positive results when applied to the gene 

expression data with the limited number of features and samples. The reason may be that the multi-objective 

binary biogeography based optimization tends to share their features with low HSI solutions, which can accept a 

lot of new features from high HSI solutions. In HABCBBO, a habitat is a vector which follows binary migration 

and binary mutation step to the optimal solution. The new candidate habitat is generated from all the solutions in 

population by using the binary migration and binary mutation model. Following these rules, the HABCBBO 

algorithm finally produces a better subset for the gene classification. 
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CONCLUSION 
 

In this paper, a hybrid multi-objective binary biogeography based optimization with support vector machine is 

proposed for gene selection on ten gene expression datasets. Experimental results show that the algorithm can 

simplify feature selection by finding a smaller number of features needed effectively and a higher classification 

accuracy compared with other previous methods. The proposed algorithm can obtain the highest accuracy in nine 

of the ten microarray dataset problems since the multi-objective approach in it can find a diverse solution inPareto 

optimal set. Moreover, the results show that there are many irrelevant genes in gene expression data and some of 

them are not relevant to a given cancer. For further work, the proposed algorithm can be applied to some problems 

in other fields. 
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