
SPECIAL ISSUE: Emerging Technologies in Networking and Security (ETNS) 
Bennet et al. 
_______________________________________________________________________________________________________ 

  
| Bennet et al. 2016| IIOABJ | Vol. 7 | 9 | 296-302  296  

                           w
w

w
.iio

a
b

.o
rg

                                                                                        
 

   
                                            w

w
w

.iio
a
b

.w
e
b

s
.c

o
m

 

| Guest Editor | Prof. B. Madhusudhanan| 

C
O

M
P

U
T

E
R

 S
C

IE
N

C
E

 

 

 

IMAGE FEATURE EXTRACTION OF   K-MEANS CLUSTERING IMAGE 
SEGMENTATION TECHNIQUE FOR EARLY DETECTION OF DISEASES  

Anto Bennet*, Sankaranarayanan, Deepa, Banu, Priya 
 Dept. of ECE, Vel Tech, Chennai, INDIA 

 
 
ABSTRACT 
        

 
 

 
 

  
 

 
 

 

 

 

 
*Corresponding author: Email: bennetmab@gmail.com Tel.: +91 9965576501  

 
 

INTRODUCTION 
  
A considerable measure of exploration has been done on nursery agro frameworks and all the more for the most part 
on secured harvests to control vermin and ailments by natural means rather than pesticides. Research in horticulture 
is pointed towards increment of efficiency and nourishment quality at decreased use and with expanded benefit, 
which has gotten significance in late time. A solid request now exists in numerous nations for non-concoction 
control techniques for vermin or illnesses. Nurseries are considered as biophysical frameworks with inputs, yields 
and control process circles. A large portion of these control circles are automatized (e.g., atmosphere and 
fertirrigation control).The administration of lasting organic product crops requires close checking particularly for the 
administration of illnesses that can influence generation altogether and consequently the post-harvest life. In the 
event of plant the illness is characterized as any disability of ordinary physiological capacity of plants, delivering 
trademark manifestations [1-4].  
 
An indication is a wonder going with something and is viewed as proof of its presence. Sickness is brought about by 
pathogen which is any operators bringing on malady. In the greater part of the cases vermin or illnesses are seen on 
the leaves or stems of the plant. Thusly distinguishing proof of plants, leaves, stems and discovering the bug or 
infections, rate of the irritation or sickness frequency, manifestations of the nuisance or illness assault, assumes a 
key part in effective development of products. In natural science, in some cases a huge number of pictures are 
created in a solitary examination. These pictures can be required for further studies like characterizing injury, 
scoring quantitative characteristics, ascertaining territory eaten by creepy crawlies, and so forth. All of these 
assignments are prepared physically or with particular programming bundles. It is colossal measure of work as well 
as experiences two noteworthy issues: extreme handling time and subjectiveness ascending from various people [5-
8].  
 
 
METHODS 
 

Clustering is the process of partitioning a group of data points into a small number of clusters. Image analysis can be applied for the 

following purposes: 

 

 To detect diseased leaf, stem, fruit 

Crop development is a center component of the field administration. Suitable assessment and 
determination of yield infection in the field is exceptionally basic for the expanded generation. Early malady 
discovery is a noteworthy test in agribusiness field. Henceforth legitimate measures must be taken to battle 
bioagressors of yields while minimizing the utilization of pesticides. This proposed work depends on Image 
Segmentation methods utilizing K-implies bunching as a part of which, the caught pictures are handled for 
advancement first. The K-Means grouping method is a surely understood methodology that has been 
connected to understand low-level picture division assignments. This bunching calculation is merged and its 
point is to improve the dividing choices in light of a client characterized introductory arrangement of groups 
that is redesigned after every emphasis. In the initial step we recognize the for the most part green shaded 
pixels. Next, these pixels are veiled in view of particular edge values that are figured utilizing Otsu's 
technique, then those for the most part green pixels are conceal. The other extra step is that the pixels with 
zeros red, green and blue qualities and the pixels on the limits of the tainted bunch (item) were totally 
uprooted. The test results exhibit that the proposed strategy is a vigorous system for the recognition of plant 
leaves ailments.  
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 To quantify affected area by disease. 

 To find the boundaries of the affected area. 

 To determine the color of the affected area. 

 

The K-Means clustering algorithm is proposed by Mac Queen in 1967 which is a segment based group examination strategy. It is 

utilized generally as a part of group examination for that the K-implies calculation has higher effectiveness and adaptability and 

merges quick when managing huge information sets [9]. . In the initial step we recognize the for the most part green shaded pixels. 

Next, these pixels are covered in light of particular limit values that are figured utilizing Otsu's strategy, then those generally green 

pixels are veiled. The other extra step is that the pixels with zeros red, green and blue qualities and the pixels on the limits of the 

contaminated bunch (item) were totally evacuated. Be that as it may it additionally has numerous eficiencies: the quantity of groups 

K should be instated, the introductory bunch focuses are self-assertively chose, and the calculation is affected by the commotion 

focuses. In perspective of the deficiencies of the customary K-Means bunching calculation, this paper exhibits an enhanced K-

implies calculation utilizing cluster information channel. The calculation created thickness construct identification strategies based 

with respect to attributes of commotion information where the disclosure and handling ventures of the cluster information are added 

to the first calculation. By preprocessing the information to prohibit these cluster information before grouping information set the 

clustering of the grouping results is enhanced fundamentally and the effect of commotion information on K-means calculation is 

diminished viably and the clustering results are more exact[11]. 

 

Steps for disease detection 
 

 RGB image acquisition. 

 Create the colour transformation structure. 

 Convert the colour values in RGB to the space specified in the colour transformation structure. 

 Apply K-means clustering. 

 Masking green-pixels. 

 6.Remove the masked cells inside the boundaries of the infected clusters.  

 Convert the infected (cluster / clusters) from RGB to HSI Translation. 

 SGDM Matrix Generation for H and S. 

 Calling the GLCM function to calculate the features. 

 Texture Statistics Computation. 

 

The proposed approach step - by - venture of the picture division and acknowledgment procedures is represented in Algorithm 1. In 

the beginning step, the RGB pictures of all the leaf tests were grabbed. Some genuine examples of those maladies are appeared in 

[Figure -2]. It is evident from [Figure-2] that leaves fitting in with ahead of schedule sear, cottony mold, powder-colored mold and 

late singe have noteworthy contrasts structure oily spot leaves as far as shading and surface. Likewise, Figure indicates two 

pictures; the left picture is contaminated with modest whiteness sickness, and the right picture is a typical picture. Notwithstanding, 

the leaves identified with these six classes (early burn, cottony mold, colorless mold, late singe, minor whiteness and ordinary) had 

little contrasts as recognizable to the human eye, which might legitimize the misclassifications in light of bare eye [9]. 

 

In points of interest, in step 2 a shading change structure for the RGB leaf picture is made, and afterward, a gadget autonomous 

shading space change for the shading change structure is connected in step 3. Steps 2 and 3 are inescapable for completing step 4. 

In this stride the current pictures are fragmented utilizing the K-Means bunching method. These four stages constitute stage 1 

though, the tainted article is/are resolved. In step 5, we distinguish the for the most part green shaded pixels. After that, taking into 

account determined and shifting edge esteem that is processed for these pixels utilizing Otsu's strategy, these for the most part 

green pixels are covered as takes after: if the green segment of pixel intensities is not exactly the pre-registered edge esteem, the 

red, green and blue segments of the this pixel is relegated to an estimation of zero. This is done in sense that these pixels have no 

significant weight to the sickness ID and grouping steps, and most likely those pixels speak to solid zones in the leave. Besides, the 

picture handling time ought to wind up essentially decreased. In step 6 the pixels with zeros red, green and blue qualities and the 

pixels on the limits of the contaminated bunch (item) were totally evacuated. Steps 5 and 6 structure stage 2, and this stage is useful 

as it gives more exact ailment arrangement and distinguishing proof results with fulfilled execution and the general calculation time 

ought to wind up essentially less. The perceptions behind steps 5 and 6 were tentatively accepted. Next, in step 7 the tainted group 

was then changed over from RGB configuration to HSI position. In the following step, the SGDM grids were then produced for every 

pixel guide of the picture for just H and S pictures. The SGDM is a measure of the likelihood that a given pixel at one specific dark 

level will happen at an unmistakable separation and introduction edge from another pixel, given that pixel has a second specific dim 

level. From the SGDM grids, the surface insights for every picture were created. Briefly, the components set were figured just to 

pixels inside the limit of the contaminated zones of the leaf. As such, solid territories inside the tainted zones were likewise 

uprooted. Steps 7 – 10 structure stage 3 in which the surface elements for the portioned tainted items in this stage are figured. At 

long last, the acknowledgment process in the fourth stage was performed to the separated components through a pre-prepared 

neural system. For every picture in the information set the resulting ventures in Algorithm 1 were rehashed. The picture information 

of the leaves chose for this study would be gathered. Calculations in light of picture handling strategies for highlight extraction and 

order would be outlined. Manual bolstering of the datasets, as digitized RGB shading photos would be ruined element extraction and 

preparing the SAS factual classifier. Subsequent to preparing the SAS classifier, the test information sets would be utilized to 

dissect the execution of precise arrangement. The entire methodology of investigation would be duplicated for three substitute 

arrangement ways to deal with incorporate; measurable classifier utilizing the ahalanobis least separation technique, neural system 

based classifier utilizing the back engendering calculation and neural system based classifier utilizing spiral premise capacities. 
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Correlation of the outcomes acquired from the three methodologies would be finished and the best approach for the current issue 

would be resolved 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig: 1. Algorithm 1- Basic steps describing the proposed algorithm 

........................................................................................................................................................................................... 
 

 
 

Fig: 2. Image acquisition and image Classification chart 
........................................................................................................................................................................................... 
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K-MEANS CLUSTERING ALGORITHM  
 
K-means clustering algorithm is simply described as follows: 

 

Input: N objects to be cluster (x1, x2, xn), the number of clusters k; 

 

Output: k clusters and the sum of dissimilarity between each object and its nearest cluster centre is the smallest; 

 

 Arbitrarily select k objects as initial cluster centres (m1, m2 ... mk); 

 Calculate the distance between each object Xi and each cluster centre, and then assign each object to the nearest 

cluster, formula for calculating distance as: d (Xi, mJ) is the distance between data i and cluster j; 

 Calculate the mean of objects in each cluster as the new cluster centres, Ni is the number of samples of current cluster i; 

 Repeat 2 & 3 until the criterion function E converged, return (m),m2 . . . mk).  

 

Advantages of K-Means Clustering  
 

 This algorithm is relatively scalable and efficient in processing large data sets because the computational complexity of 

the algorithm is O (nkt), where n is the number of objects, k is the number of clusters, and t is the number of iterations. 

 It works well when the clusters are compact clouds that are rather well separated from one another. 

 The algorithm is not only simple, but also the results are easily understandable and it can be easily modelled to deal with 

streaming data.  

 Continual improvements and generalizations of the algorithm have ensured its continued relevance and gradually 

increased its effectiveness as well.  

 
RESULTS 
Results snapshots are shown in [Figure -3], [Figure -4], [Figure -5], [Figure -6], [Figure -7], [Figure -8], [Figure 

-9] and [Figure -10]. 

 
Fig: 3.Taking infected image as input 
.................................................................................................................................................................................. 

 

 
Fig: 4.Selected Crop section. 
................................................................................................................................................................................... 
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Fig:  5.Clipping section of diseased leaf 
................................................................................................................................................................................... 

 

 
Fig: 6.Filtering of diseased leaf 
................................................................................................................................................................................... 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig: 7.Segmented output & infected part of leaf is detected 
................................................................................................................................................................................... 
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Fig: 8. Reading image of normal leaf 
................................................................................................................................................................................... 
 
 

 
Fig: 9. Normal leaf inage after filtering 
................................................................................................................................................................................... 

 
Fig: 10. Image of normal leaf after segmentation 
................................................................................................................................................................................... 

 

CONCLUSION 

 

We exhibit a general k-means based clustering calculation that can distinguish common groups in datasets, whether 
they are inserted in the first space or subspaces. Like conventional k-implies bunching calculation, the time many-
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sided quality of the calculation is straight with the quantity of the information focuses, the dimensionality of the 
information, and the quantity of groups in the dataset. The test results demonstrate that our calculation is a proficient 
calculation with high bunching precision. Bunching investigation strategy is one of the primary systematic 
techniques in information mining; the strategy for grouping calculation will impact the bunching comes about 
straightforwardly. Standard renditions of k-means calculations appear be better in discovering high wellness 
arrangements. In the same time results acquired in standard and hereditary forms of k-means calculations with 
respect to legitimacy files are additionally equivalent.  
 
The outcomes exhibited in this paper are promising however a few enhancements in both material and techniques 
can be completed to achieve the necessities of an Integrated Pest Management framework. In future the component 
extraction of picture will be done. From this outcomes sort, shape, shading, surface of irritation will be 
distinguished. From these measures what preventive activity against irritation ought to be taken will be chosen 
through which the creation of products can be expanded. Amid broad inquiry of arrangement space, Genetic 
adaptations of k-means calculations frequently discover arrangements with somewhat more regrettable wellness 
values yet in the meantime with incredibly great estimations of individual legitimacy files. Further examination 
concerning this matter could display beginning stage into change of k-means based picture bunching procedures.  
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