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INTRODUCTION 
 
The mounting trend of agricultural production has invoked new challenges in terms of finding market for the 
marketed surplus. The changing global agricultural scenario insists the need to review the policies related to pricing, 
marketing and trading of agricultural commodities. Agricultural marketing reforms and creation of marketing 
infrastructure has been initiated to respond to the market needs and consumer preferences. The exploitation of 
intermediaries and traders prevented farmers to ensure better prices and timely payment for their produce. Exporters, 
processors and retail chain suppliers cannot obtain straight from the farmers as the produce is required to be 
channelized through regulated markets and licensed traders.  
 
Agricultural Market network is set of cooperatives at the local, regional, state and national levels .If the seasonal 
crop production is enomorous it ends up in low price for product. But if the same product is transported to another 
market where there is market need and consumer preference considerable profit could be achieved. At present 
scenario it is impossible to know the market information of products from a single place. In agricultural sector the 
amplified marketing information flow has a positive effect in decision making but, collecting and disseminating 
information is often complicated and expensive. Data mining techniques has a great deal of interest in recent years 
that increases the amount of marketing data provided to all participants, decreases the cost of disseminating the 
information and  facilitates collected information for better price realization. 
 
 Forecasting the price movements is a major issue in confronting producers, brokers and sellers. Automatic learning 
systems create extensible data-driven applications by inferring the appearance and behavior of data entities at run 
time from the database. These rule based technologies concentrate in static data which are less successful. The 
proposed dynamic marketing extraction using SONN increases the accuracy of precipitation in forecasting of 
predicting prices in agricultural products wholesale markets. 
 
 
LITERATURE SURVEY 
 
Agriland – Nellikuppam, Tamil Nadu project includes upgrade market and commercial information among farmers, 
train farmers on the latest developments in agricultural technology,  provide access to farmers to the precise markets  
through reasonable credit and transportation solutions and to support farmers in raising their income  in triple means 

Seasonal crop Marketing includes market infrastructure modeling, providence of crop market information 
and multi level conservatory, advisory, training services through synchronized networks. In modern world 
it became challenging with the most recent technologies and association of commission agents who keep 
their margins and move the produce further. In the through course of action of marketing the farmer gets 
the lowest price and the ultimate consumer pays the premier as the association of more agents in the 
entire supply chain process. To benefit the farming community the internal crop marketing network in the 
nation needs to be incorporated and strengthened. Internet can be effectively used to strengthen the 
supply, marketing chain for agro based companies leading to better price realization by farmers. It 
enables all outputs of farming to customers at sensible price without compromising on the quality of the 
produce. Here a novel ensemble model of incremental approach of regression associated with Self 
Organized Neural Network (SONN) clustering is proposed that helps farmers in decision making of 
agricultural goods based on real time and equipped marketing information in domain of agricultural 
networked channel pattern. The model was tested against vellore district crop data and proved better 
performance against conventional prediction methods. 
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in next five years. Agmarket scheme provides funds to state and national level institutions managing the markets 
and executing market-led expansion activities and thus has no distinct gender specific provisions under the 
scheme. It covers market, price, infrastructure and advertising related data for proficient marketing. The designed 
system uses a quadratic forecasting model of linear time series to forecast the cost, and compares the prediction 
results by using different time series and different training data to identify the best prediction model to foretell the 
price in sites [1]. A study of the ASD-DM Methodology [2] helps arrive at an understanding of the need and 
relevance of dynamic and agile methods of software engineering in data mining procedures. [3] Lists out 
applications that evaluate different data mining techniques for their accuracy in predicting the default credit 
payments thereby giving more insight into the performance abilities of various predictive data mining techniques. 
[4] wherein describes a direct and an iterative forecast method of prediction using neural networks that is highly 
relevant to this work. In [5], various regression techniques such as the Ordinary Least Squares (OLS), Principal 
Component Regression (PCR) and Latent Root Regression (LRR) methods are defined and their relevance due to 
shelf life prediction is discussed. [8] Applies data mining techniques to categorize the momentous variables that 
measure network intrusion from the wealth of raw network data and perform competent susceptible assessment 
based on those variables. [10] Deals with appropriate regression techniques and compares four diverse techniques 
on selected agriculture data.  [11] selects significant patterns for the effective prediction of heart attack using 
Multi-layer Perceptron Neural Network with Back-propagation as the training algorithm.[12] states that statistical 
and forecast analyses on data sets refers the growth of olive fly by present characteristics (big variability and non-
linearity) which makes complex to be treated mathematically. According to [14] ANNs are useful when data are 
unsupervised because they can discover from the data. ANNs, however, do not provide a clean model to a 
problem. It is hard to know how they come to their conclusions, because they are like a “black box”, only 
providing a final outcome and not what causes the result. Textual articles appearing in the leading and influential 
financial newspapers are taken as input by [15].Then the daily closing values of major stock market indices in 
developed countries are predicted. Textual sentences describe not only the cause but also the reason behind it. 
Exploring textual information in addition to numeric time series data improves the eminence of the input. From 
the background study it is clear that the statistical and data mining techniques is applicable on datasets of 
reasonable size. But in practical, the increasing size of datum deviates the prediction accuracy. Hence our paper 
aims in extracting the user defined crop price datum by SONN clustering followed by incremental linear 
regression that showcases  improved accuracy. 
 

MATERIALS AND METHODS   
 
 The proposed system extracts market data table from online pages. It detects the RSS Feed or “<td>” “ <tr>”  tags  

on web pages and  transforms it into  DOM tree, Further obtains the node values of the “<td>” tags by defining 

the extraction rules and  stored  in the database which is given as input to the knowledge extraction engine. The 

transformed data are preprocessed into the format required for the storage of the data that includes procedures to 

deal with null values and outliers. Marketing analysts may wish to categorize a group of agricultural commodities 

to buy, sell, or hold. Neural networks technology is widely used to cluster such quite complex and numerous 

irrelated variables. SONN are interconnected networks of sovereign processors that, by changing their 

associations (known as training), discover data in clusters. The incremental linear regression of cost runs to update 

the regression coefficients when the target data of regression is available. This process operates   parallel with the 

stored data to economize on the number of database accesses. The Price forecasting process is a complex system 

that contains many uncertain factors, it is hardly exactly speaking that it is merely a linear or nonlinear system. 

Therefore, the modeling of precipitation forecasting should contain some linear and nonlinear characteristics. 
 
 

Extraction of online dynamic crop prices using DOM 
 

Online websites provides publicly accessible contents as RSS Feed (Really Simple Syndication) for data analysts. 

RSS immediately publishes regularly updated contents (i.e., price information) in generalized (XML) format [13]. 

The following algorithm filters the featured price from web pages/RSS using DOM (Domain object model). 

 

1. Achieve the web page of an appointed URL 

2. Convert pages into XML and convert into DOM tree 

3. Define extraction rules and identify data block using XPATH 

4. Extract table using DOM or SAX or Regular Expression 

5. Store Extracted data into database 
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Fig: 1.   Prediction framework for dynamic agricultural crop marketing 

 

………………………………………………………………………………………………………….. 

 

SONN clustering for specific crop and market categorization 
 
Clustering is a process of unsupervised learning which aims at discovering new set of physical or abstract objects 

into reference set of classes. The cluster has the characteristics of more similarity within the group and is 

described as unsupervised learning of a concealed data concept. Let the set of n points {x
1
, x

2
,…, x

n
} be 

represented by the set S and the K clusters be represented by C
1
,C

2
,…, C

K
. Then 
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In SONN an input pattern has n features and is represented by a vector x in an n-dimensional pattern space. The 

network links the input training set to an output pattern. The output space is supposed to be a 1-dimensional or 2-

dimensional array of output nodes. The neurons are connected like a lattice, usually a one or two-dimensional 

array, which is placed in the input set and is linked over the inputs distribution. To each processing unit in the 

SONN lattice is associated as similar dimension input vectors. Using the weights of each processing unit as a set 

of coordinates the lattice can be positioned in the input space. During the learning stage the weights of the units 

change their position and "move" towards the input points. When the map is visualized the inputs can be 

associated to each cell on the map. The cells closely contains similar values can be considered as a cluster on the 

map. These clusters are formed during the training phase using the available data. 
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Table :1.  Sample Clustered crop price from online RSS Feed [Data courtesy http://www.agmarket.nic.in] 
 

Market Date Variety Modal 
price 

Max price Min 
price 

Ammoor 1/2/2013 ADT 37 1553 1747 1650 

Ammoor 2/4/2015 ADT 36 1639 1671 1655 

Ammoor 2/5/2010 ADT 36 1639 1671 1655 

Ammoor 4/6/2011 ADT 36 1675 1672 1672 

Ammoor 4/8/2015 BPT 1015 1105.54 1978 

Ammoor 4/7/2012 Other 915.03 1882.46 1810 

Ammoor 3/9/2014 A. Ponni 1625 1684 1480 

 
 

Incremental approach based marketing price prediction 
 
The mathematical formulation for the best-fitting curve to a given set of points by minimizing the sum of the 

squares of the offsets of the points from the curve is known as least squares fitting technique. Assume that {xi,yi , i 

= 1, 2, · · , n} are independent bivariate observations from the pair of response–explanatory variables {X, Y }, To 

describe the relationship between Y and X, a typical regression model is described by 

 

xXY 10 µµ)( 
                                                                    (1) 

where the intercept   0µ
 and 1µ

the slope are unknown regression coefficients. We assume that each observation, 

Y, can be described by the model 

                                                 0 1µ µ  Y x   
                                                                                              (2) 

Where  is a random error with mean zero and (unknown) variance 2. The random errors corresponding to 

different observations are assumed to be uncorrelated random variables. 

 

The estimates of µ
0

 and µ
1  should result in a line that is a best fit to the data. One way to find the values of µ

0
 

and µ
1    is to minimize the sum of squares of the vertical deviations from the estimated regression line. This 

criterion is known as the method of least squares. Suppose that we have n pairs of observations:  11, yx , 

 22 , yx ……  nn yx , .Using equation(1), we may express the n observations in the sample as: 

    iii xY  µµ 10     i=1,2,…….n 

 

and the sum of the squares of the deviations of the observations from the true regression line is: 

 

                                                                                              

                                                    (3)              

 

The least square estimators of   0µ  and 1µ ,   say  0̂  and 1̂  must satisfy  
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Simplifying equations (4) and (5), we get, 

2

1

10

1

2

)(



n

i

ii

n

i

xy
i

L 



REGULAR ISSUE  

_______________________________________________________________________________________________________________________  

       

  
| Lavanya 2016 | IIOABJ | Vol. 7 | 4 | 22–29 26 

                           w
w

w
.iio

a
b

.o
rg

                                                                                        
 

   
                                            w

w
w

.iio
a
b

.w
e
b

s
.c

o
m

 
C

O
M

P
U

T
E

R
 S

C
IE

N
C

E
 





n

i

i

n

i

i yxn
11

10
ˆˆ                                                                                                                                   (6) 





n

i

ii

n

i

i

n

i

i xyxx
11

2

1

1

0
ˆˆ                                                                                                                     (7) 

 

Equations (6) and (7) are called the least squares normal equations. The solution to the normal equations result in 

the least square estimators 0̂  and 
1̂ . These values are the same as the values in equations (17) and (18) with 

slight difference in the form of the equation. 

 

1̂ =
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where x  is the average of x1, x2,…, xn, and y  is the average of y1, y2,…, yn.   

In estimating the regression coefficients one can make use of the equations (8) and (9). Along with the values of 

regression coefficients being stored in the database, one can also store the values of  
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 and n. With this while new data is being inserted into the database, the above mentioned values can be 

updated with minimum number of mathematical operations. For example, if a new entry into the records is made 

with the value ( 1nx , 1ny ), only the following few operations will be needed thereby reducing the complexity by 

a large amount: 

n=n+1 
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This process would just need 2 multiplication and 5 addition operations thus reducing the computation time by a 

great amount. Also, the regression coefficient values can be calculated in parallel with data updation. The only 

overhead in this method is the memory space needed to store the extra information 

 
RESULTS  

 



REGULAR ISSUE  

_______________________________________________________________________________________________________________________  

       

  
| Lavanya 2016 | IIOABJ | Vol. 7 | 4 | 22–29 27 

                           w
w

w
.iio

a
b

.o
rg

                                                                                        
 

   
                                            w

w
w

.iio
a
b

.w
e
b

s
.c

o
m

 
C

O
M

P
U

T
E

R
 S

C
IE

N
C

E
 

The experimental analysis in finding significant price for specific crop prediction results are presented in this 
section. The Agricultural marketing data set is preprocessed successfully by removing duplicate records and 
supplying unknown values. The obtained data set, resulting from preprocessing, is then clustered using SONN 
clustering via CMSR - Cramer Modeling Segmentation & Rules. The crop prices dataset we have used for our 
experiments is obtained from Agritech portal of Tamilnadu agricultural University. With the help of the dataset, 
the appropriate crop price predictions are extracted using the proposed approach. The training data include the 
location based separated price data from 2010-2014, is tested against the year 2015 and comparative results are 
introduced in Table I. In Fiure 2, the upshot of the model and its results are graphically represented.      
 

  
 

Fig: 2.   Predicted modal price for user specified crop from online RSS Feed 

………………………………………………………………………………………………………….. 

The proposed algorithm works in two basic phases. The first phase involves the extraction of   desired market data  
to determine user specified crop price  with respect to the number of data set supplied. The second phase is the 
prediction of  crop agricultural prices for marketing. For experimental purpose we randomly divided the target 
data set into two groups called training dataset (90%) and testing(unknown )dataset (10%) .Before executing, data 
cleaning and pre processing are performed. The training dataset is used to build the knowledge mining model and 
the testing dataset is used to detect over fitting of the rules based on the threshold decided by the domain 
intelligent system. In order to validate our approach we have compared it with some conventional decision 
making algorithms and the results are shown in Table– 2 and 3. 
 
The cause and effect relationship of marketing demand for user specified crop variety  with respect to the total 
demand in the Indian marketing committees was analyzed using incremental linear regression statistical technique 
and the results are tabulated Figure– 3. 
 

 

 

 

Table: 2. Predicted prices of various products [Ammoor market of Vellore district] 

 
Product  

Variant 
Projected Min (No. of 

Days) 
Projected Max (No. of 

Days) 

Rice B P T 1917 (1), 1929 (2) 2120 (1), 2107 (2) 

Rice ADT 37 1899 (1), 1898 (2) 1899 (1), 1898 (2) 
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Rice ADT 36 991 (1), 996 (2) 1017 (1), 1018 (2) 

Rice ADT 36 1017 (1), 1086 (2) 1113 (1), 1117(2) 

Rice Co 43 1056 (1), 1066 (2) 1056 (1), 1064 (2) 

Rice A. Ponni 1063 (1), 1070 (2) 1063 (1), 1070 (2) 

 
 

Table: 3.Accuracy of predicted prices of various products 

 
Actual Min (No. of 

Days) 
Actual Max (No. of 

Days) 
Accuracy % 

(Min) 
Accuracy % 

(Max) 
Number of 
Records 

1950 (1) 2000 (1) 98.28% 94.34% 50 

1900 (1) 1900 (1) 99.94% 99.94% 4 

1081 (1), 1081 (2) 1092 (1), 1086 (2) 90.91%,91.46% 92.62%,93.32% 18 

1200 (1), 1100 (2) 1300 (1), 1200 (2) 82.01%,98.71% 83.19%,92.57% 12 

1081 (1) 1095 (1) 97.30% 96.31% 6 

950 (1) 1300 (1) 89.37% 77.74% 5 

 
 

  

 
Fig: 3.   Plot of accuracy against dataset size 

 ………………………………………………………………………………………………………….. 

 

CONCLUSION 

 

The proposed decision support system fetches recent-most prices of regional agricultural products from various 

web based RSS feeds and analyses the price trend by incremental predictive data mining technique. An increase in 

the amount of testing data to compute regression coefficient, more is the efficiency of the predicted values. In the 

commercially available prediction data mining tools all collected data is used recursively to find out the regression 

coefficients. But this approach has increasing computation complexity and the number of mathematical operations 

needed to calculate the coefficients. But incremental approach for computing the regression coefficients increases 

the system’s predicting ability and accuracy. This model can be enhanced by incorporating the use of stock 

availability and demand values for the agriculture products in the process of regression analysis. 
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