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INTRODUCTION 
 

Text data, especially the increased popularity of the Internet and the World Wide Web became the most common 

types of information to store house. Most common sources are web pages, emails, newsgroup messages, internet 

news feeds etc,[1]. Many real time text mining applications have gained a lot of attention due to large production 

of textual data. Many applications of text classification are spam filtering, document retrieval, routing, filtering, 

directory maintenance, ontology mapping, etc. 

 

 

The goal of the text classification algorithm is to identify text documents with the ontology of domains defined by 

the subject experts. In text classification a boolean value will be assigned to each pair    where   is a set of 

predefined categories and   is the theme of documents. The task is to approximate the true function  by means of a 

function  such that   coincide as much as possible. The function   is called a classifier. A classifier can be built by 

training it systematically using a set of training documents [1]. Generally, textual data being unstructured in 

nature, pose a number of challenges such as desired representation model, high dimensionality, semanticity, 

volume and sparsity. Some solutions for these challenges can be found in [2]. 

 

In this paper an integer representation for text document which minimize the amount of memory required to store 

a word which in turn reduces the processing cost is proposed. Text representation algorithm works on the 

principle that, an integer number requires minimum memory when compared to store a word.  Integer 

representation based classification of text documents is an unconventional approach for classification of text 

documents.  

 

The rest of the paper is organized as follows. In section 2 a brief literature survey on the text classification is 

presented. In section 3, a proposed model for the compression based classification of text document. Section 4 

discusses about experimentation and comparative analysis performed on the proposed models. Paper will be 

concluded in section 5. 

 

 
Text Classification approaches is receiving more and more attention due to the exponential growth of the 
electronic media. Text representation and classification issues are usually treated as independent 
problems, but this paper illustrates combined approaches for text classification system.  Integer 
Representation is achieved using ASCII values of the each integer and later linear regression is applied 
for efficient classification of text documents. An extensive experimentation on four publically available 
corpuses are carried out to show the effectiveness of the proposed model which provide better result as 
compared to static fault models. This paper provides a study and detailed analysis of result and 
experiment performed.  
. 
 
 
 

Received on: 18th-June-2015 

Revised on: 20th-July-2015 

Accepted on: 03rd– August-2015 

Published on: 8th-Jan-2016 

 

 Integer Representation, Text 
Classification, Regression based 
searching. 

KEY WORDS 

 

ISSN: 0976-3104 

ARTICLE OPEN ACCESS
  

mailto:ajitdanti@yahoo.com,%20sn.bharath@gmail.com


SPECIAL ISSUE  

_______________________________________________________________________________________________________________________  

       

  
| Danti and Bhushan. 2016 | IIOABJ | Vol. 7 | 2 | 45–50 46 

                           w
w

w
.iio

a
b

.o
rg

                                                                                        
 

   
                                            w

w
w

.iio
a
b

.w
e
b

s
.c

o
m

 
C

O
M

P
U

T
E

R
  
S

C
IE

N
C

E
 

LITERATURE SURVEY 
 
In literature few works of compression based text classification can be seen. Generally, text compression involves 

context modeling which assigns a probability value to new data based on the frequencies of the data that appeared 

before. But, context modeling algorithms suffers from slow running time and require large amount of main 

memory. Mortan [3] proposed a modeling based method for classification of text documents. A cross entropy 

based approach for text categorization is presented in [4]. It is based on the fact that the entropy is the measure of 

information content. Compression models are derived from information theory, based on this theoretical fact, 

language models are constructed for text categorization problem. Authors have also illustrated that, character 

based prediction by partial matching (PPM) compression schemes have considerable advantages over word based 

approaches. Frank [5] considered the task of text classification as a two class problem. Different language models 

such as Ma and Mb are constructed for each class using PPM methods. Test document will be compressed 

according to different models and gain per model is calculated. Finally class label will be assigned based on the 

positive and negative gain. Modeling based compression for low complexity devices is presented in [6]. This 

method is based on the fact that, PPM based approaches require high computational effort which is not practically 

advisable for low complexity devices such as mobile phones. Algorithm makes use of static context models which 

efficiently reduce storage space. Similar type of work for low complexity devices are found in [7]. This approach 

split the data into 16 bit followed by the application of Quine-McCluskey Boolean minimization function to find 

the minimized expression. Further static Huffman encoding method is used for text compression. Dvorski 

proposed an indexed based compression scheme for text retrieval systems. A document is considered as a 

combination of words and non words. Similarly, Khurana and Koul [8] considered English text as a dictionary 

where each word is identified by a unique number in which a novel algorithm is proposed which consists of four 

phases, where each phase is for different type of input conditions along with a technique to search for a word in 

the compressed dictionary based on the index value of the word. Word based semi static huffman compression 

technique is presented [9] in which algorithm captures the words features to construct byte oriented huffman tree. 

It is based on the fact that byte processing is faster than bit processing. Automaton is constructed based on the 

length of search space. End tagged Dense code compression is proposed in [10]. Though the proposed method 

looks similar to tagged huffman technique, the algorithm has the capacity in producing better compression ratio, 

constructing a simple vocabulary representation in less computation time. Compressed strings are 8% shorter than 

tagged huffman and 3% over conventional huffman. Another word based compression approach is found in [11]. 

This method compresses the text data in two levels. First level is the reduction which is through word look up 

table. Since word look up table is operated by operating system, the reduction is done by operation system only. 

According to this method each word will be replaced by an address index. Next stage is the compression stage. 

Deflatge compression algorithm is used for compression. Four different huffman, W-LZW, word based first order 

and first order context modeling methods for text compression are presented in [12]. All the word based 

compression techniques discussed above, maintain two different frequency tables for words and non- words. 

 

Many approaches for classification of text documents can be found in literature. These approaches include naïve 

bayes [13, 14], nearest neighbor [15-17], decision trees [18], support vector machines [19] and neural network 

[20] approaches. 

 
PROPOSED METHOD 

 

In this paper, proposed model can be categorized into two stages, such as text representation stage and regression 

based searching stage.  

 

Text Representation 
 

It is theoretically verified that a sequence of characters requires more memory than an integer number. Based on 

this, a novel text representation algorithm is proposed, which has the facility of representing character string (a 

word) by a unique integer number. It is known that, words are the collection of alphabets, which represent a 

specific meaning. Similarly a text document is collection of such strings which represent a specific domain. 

Words from the text documents are extracted. Each word is then subjected for compression algorithm and then it 

is represented by an integer number. The whole procedure is algorithmically represented in the algorithm 1 and 

pictorially represented in Figure– 1 and the proposed method is explained in illustration-2.  
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Cumulative sum of ASCII value is determined for given textual word using the equation (1)  

 Cw=                                                                                …(1) 

Where, 

     Cw = Cumulative sum of ASCII values  

 w = length of the document. (Number of words in the documents). 

 k = number of alphabets in the word. 

 a = ASCII value of alphabet. 

     b = base.  

Illustration : 1   

Input word: heart.       

ASCII values:  104,101,97,114,116. 

 = 104 x 24+101 x 23 + 97 x 22 + 114 x 21 + 116 x 20 = 3204.  

Data Before 
Compression 

After Compression 

heart 5 bytes 2 bytes 

heart will be represented by an integer number 3204. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Fig: 1. Pictorial representation of Compression algorithm 

…………………………………………………………………………………………………………….. 

Regression Based Searching Stage 

Now, the text document can be viewed as a collection of integer vales. As a result text classification problem got 

reduced into integer searching problem. Once the data is represented by an integer value, it is sorted and linear 

regression is applied using the equation 2. 
2

0 2 2( )

i i i i i

i i

x y x x y
a

x n x






   
   

1 2 2( )

i i i i

i i

n x y x y
a

n x n x






  
     …(2)

 

 

Where, x = Positional Value, and y = word. 

 

Once the regression algorithm is applied, the data will represented by a straight line, as shown in Figure– 2 using 

the equation (3)  

   y = a1x + a0.                                           …(3) 

 

where x gives the appropriate position of the search key element as shown in Figure– 2. 
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Fig: 2. Regression based searching 

…………………………………………………………………………………………………………….. 

 

Classification of text documents will be accomplished by subjection training documents to representation 

algorithm. Once the data representation stage is accomplished linear regression is calculated for each class. Effect 

of this process, training phase will be seen as collection linear regression values. Then, test documents will be 

subjected to the compression algorithm. As a result, test documents will be collection of integer number. Each 

integer number from testing document is considered and is fed to regression based searching algorithm. The main 

advantage of the regression is that, it takes minimum computational unit to search an integer number from the 

database. Similarly the procedure is carried out and class label will be given to all the integer values. Test 

document will be assigned a class label based on the maximum class label assigned each integer. Figure– 3 

present the block diagram of the proposed method. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig: 3. Block diagram of the proposed approach 

………………………………………………………………………………………………………….. 
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EXPERIMENTATION  

The proposed method is evaluated for its effectiveness and efficiency on the publicly available datasets. The first data is 

from Wikipedia pages which include the characteristics of the vehicle that the vehicle is in the data. The second dataset 

includes 10 different classes for 1000 documents are from Google newsgroup data. The third and fourth is from 20 Mini 

newsgroup and 20 newsgroup datasets. To check the efficiency of the proposed model, two sets of experiments are 

conducted. First set of experimentation consists of 40% training and 60% testing on all the four datasets. Second set of 

experimentation consists of 60% training and 40% testing on all the four datasets. The details of the first and second set of 

experiments are shown in Table– 1. 
 

Table: 1. Classification result of proposed compression and regression based technique 

Datasets 
40% : 60% 60% : 40% 

Num of 
Training 

Num of 
Testing 

f Measure 
Class 

Accuracy 
Num of 
Training 

Num of 
Testing 

f 
Measure 

Class 
Accuracy 

Vehicle 
Wikipedia 

44 66 0.9273 92.61 66 44 0.9476 94.70 

Google 
Newsgroup 

40 60 0.9205 92.00 60 40 0.9321 93.16 

20 Mini 
Newsgroup 

40 60 0.9003 90.00 60 40 0.9184 92.25 

20 Newsgroup 400 600 0.8873 88.62 600 400 0.8960 89.47 

 

F measure is considered for the evaluation of the proposed methods, precision, recall and class accuracy (CA) for each set 

of experiments using the equation (4),(5),(6) and (7).  Let a,b,c and d respectively denote the number of correct positives, 

false negatives, false positives and correct negatives. 

                . . . (4) 

Where, 

P(Precession) = a / (a + c)                   . . . (5) 

R(Recall) = a /(a+d)     . . . (6) 

CA(Class Accuracy ) = (a + d) / N       . . . (7) 
 

CONCLUSION 
 

This paper illustrates a method of providing an integer representation of text and regression for classification of 

text documents is presented. An extensive experimentation is carried on four publically available datasets to show 

the efficiency of the proposed models. The performance evaluation of the proposed method is carried out by 

performance measures such as f-measure and class accuracy (CA). The proposed model is very simple and 

computationally less expensive. One can think of exploring the proposed model further for other applications of 

text mining.  This can be one of the potential directions which might unfold new problems.  
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