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ABSTRACT

As (artificial) neural networks are simulations of the supposed biological neurons work, the structure of
human brains - where processing units, the so-called neurons, are connected by synapses - is
approximated by (artificial) neural networks. As most of neural networks, self-organizing maps are trained
through a learning process. By the use of a neighborhood function in this learning process, self-
organizing maps (SOMs) thus allow to visualize which (and how) democratic elections were more
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similar/distinct. For Portugal the SOM identifies two clusters of elections: one made of those

corresponding to a re-election of the incumbent, i.e. in 1987, 1995, 1999 and 2009; and another made of
elections that led to a change in the party in power, i.e. 1991, 2002, 2005 and 2011.
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[1] INTRODUCTION

The electoral cycle literature has developed in tolearly
distinct phases. The first one, which took placethia mid-
1970s, considered the existence of non-rationaléhavoters.
In accordance with the rational expectations retvafy in the
late 1980s the second phase of the models condidaty
rational voters. In terms of the electorate ratibpa an
intermediate approach, i.e. one that considersiilegrvoters,
which are bounded rational, may be more appropriate

Generally speaking, learning models have been dpedlas a
reasonable alternative to the unrealistic inforoval

assumption of rational expectations models. Morea¥ough

learning models it is possible to study the dynammf

adjustment between equilibriums which, in most orzi

expectations models, is ignored. Although a nunabaifferent

studies modeling learning have been presented, rivain

classes of models can be distinguished: ratiorainieg and
bounded rational learning models (Sargéhf). In rational

learning models, it is assumed that agents know tthe

structural form of the model generating the econobut not

some of the parameters of that model. In boundéidned

learning models, it is assumed that agents, wiadning is
taking place, use a ‘reasonable’ rule, e.g., bysi®@ring the
reduced form of the model. Salm¢2] is, to the best of our
knowledge, one of the few references where an iatice

bounded rationality approach such as neural nesvia&rning
has been applied in a policy-making problem.

Despite the vastness of the literature on the enimo
importance of the elections and on neural netwdtes fact is
that there are even fewer references that combhimset two

neuroeconomics approach within a political businegsles
context. Specifically, Caleird3] showed how a particular
neural network, i.e. a perceptron would classifyigies and
outcomes as ‘electoralist’ or not, using NordhglJsmodel. In
Caleiro[5] it is also explored the problem of how to classfy
government showing in which, if so, circumstanceeirceptron
can resolve that problem. This was done by conisiger model
recently considered in the literature, i.e. onewailihg for output
persistence, which is a feature of aggregate supgly indeed,
may turn impossible to correctly classify the goweent.
Following a different objective, but also usingexgeptron, Gill
[6] addressed the problem of forecasting the resutiesieral
elections in India. Given the ability of fuzzy setsrepresent
vagueness and neural network ability to learn —Gleen|[7] —
Jiao et al[8] considered a fuzzy adaptive network to model an
also forecast national presidential elections.

Owing the number of relevant variables in any pedit
economic structure it could be considered a dinoensi
associated with each of these variables. As a matttiact, it is
generally considered that structure to be a systewhich the
existence of causal relations between the variablbgch
compose it allows the same to be characterized bynaller
number of dimensions. This reduced number of dimoessis,
however, limited in view of the existence of randefements.
These make causal relationships, although detect
inaccurate. From this standpoint, it is importaespecially
when dealing with empirical data, the use of meshadich
allow the reduction of the multi-dimension of data.

Neurosciencein Economic Decision Moking: GUEST EDITOR: José Antonio Filipe

Plainly, the reduction in the multi-dimension oktdata is an

aspects. In Caleird3] it is proposed to use a kind ofissue that obviously received a substantial attenin the
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literature. As is known, when the transformationimear, the
principal component analysis (Pears@®]) is particularly
suitable in converting a set of observations of sjig

correlatedn variables into a set of values of their principa

components, understood as (linearly) uncorrelatadakles,
which are to be in a number smaller theh[* As well known,
the principal component analysis relates to thetoféad
analysis. The first is concerned essentially whk variance,
while the second is concerned essentially withctwariance.]
When the transformation is non-linear in naturerehare other
techniques for dimension reductions such as pratofpirves
(Hastie and StuetzIgl0]), multidimensional scaling (Kruskal
and Wish[11]) or self-organizing maps (SOMs) (Kohongr,
13, 14).

Self-organizing maps are intended not only to reddle
dimensions of data but also as a visualization rtiegle that
produces a map (usually in one or two dimensiorshvplots
the similarities on the data by clustering simdata objects. In
doing so, self-organizing neural networks are ugedmost of
the neural networks, SOMs are trained through anieg
process. By the use of a neighborhood functioris learning
process, self-organizing maps thus allow to vigeahvhich
(and how) democratic elections were more similalistinct.
Notably, by the use of the SOM methodology, Niematl

Honkela[15] explored the relationship between parliamentar

election results and socio-economic situation imldfid

between 1954 and 2003.

The use of a SOM methodology is indeed appropgaten the
importance of the expected distinction of incumbeahd of
their performances in democracies. For instancecoordance
to the political version of the electoral businesgcles,
ideological aspects are not important whereas @ ghrtisan
version the ideology of the incumbent is indee@veht. From
this point of view, it is accepted that the evadutiof the
economy and the consequent election results wiltlifferent
depending on the type (left-right; conservativestidd) of the
incumbent. The existence of distinct parties in eown
Portugal after the restoration of democracy allotherefore,
studying these issues. In this chapter such a studgne using
a particular type of neural network, self-organigimaps,
which, by their characteristics, are particularlyited in
accomplishing the task of checking for how the atiht
democratic elections (in Portugal) were similardistinct in
terms of their results.

In consequence, the remaining of the chapter isctstred as
follows. In a succinct way, Section Il presents theural
network general methodology and, in particular, itiethod of
SOMs. The results of the application of this metilogy to the
elections in Portugal are analyzed in Section $iéction IV
concludes.

ISSN: 0976-3104

[ 1] MATERIALS AND METHODS

benerally speaking, (artificial) neural networke aimulations
of how biological neurons are supposed to work, the
structure of human brains, where processing uthiesso-called
neurons, are connected by synapses, is approximbayed
(artificial) neural networks. As such, the internented network
of processing units describes a model which maget af given
inputs to an associated set of outputs vafUésA more formal
definition would consider a neural network <<P5 to be a
directed graph over the set P of processors (nsurarhere a
processor is a mapping from an input to an outpats.] As the
number of inputs does not have to be equal to tihmber of
outputs, a neural network can, alternatively, becdbed as
mapping one set of variables onto another set pbssibly
different size.

The knowledge of the values for the input and outuiables
constitutes, then, the major part of the informatiteeded to
implement a neural network. Despite the minimabinfation
requirement, this constitutes no motive for questig the
results obtained; see Salmdg]. In fact, this characteristic
makes neural networks particularly appropriateclases where
}he structure connecting inputs to outputs is umkmd[® Take,

substantive rationality and procedural rationalitige fact that it
is considered that the exact form of the objecfivection is
unknown is what makes this bounded rationality nha@dgood
example of a possible application of neural netwdrkn this
sense, neural networks can be classified as ‘naotstal’
procedural models. Furthermore, they are in gooeeagent
with a typical characteristic of bounded rationalthe adaptive
behavior. Indeed, the adaptation to the environraerd crucial
characteristic of a neural network makes it digtinam many
(standard) models of learnidd? In particular, neural networks
relax the constant linear reduced form assumptibrieast
squares learning by considering a time varying ipbsson-
linear stochastic approximation of that form.]

Neural networks are used mainly to learn two tygiesisks; see
Swingler[17]:

1. Continuous numeric functions - When the task is t

approximate some continuous function, as in the cisa
signal extraction;

2. Classification - When the input is a descriptioranfobject
to be recognized and the output is an identificatid the
class to which the object belongs. The most comkiod
of neural network for classification purposes die so-
called perceptrons, see Rosenbldt8].° [° For a clear
explanation of the link between perceptrons and
statistical discriminant analysis see Cho and Sdard®)].]
In this sense, one may consider perceptrons asitgar
mechanisms used by voters to perform a classificabf
the incumbent in order
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(electorally motivated) from benevolent (non-eleatly
motivated) behavior of the government, Cal€jgd and
Caleiro[5].

Let us then clarify thenodus operanddf neural networks by a
simple formalization as follows[® For a clear mathematical
presentation see Ellacott and Bd&€], among others. More
advanced references include WHi2d]. Given an input vector,
X, the neural network determines a particular paterization,
sayf, which, in conjunction with a functiog — also possibly
determined by the neural network — leads to anututpctory
=g (x,8) ‘closest’ to some targat:. In other words, the output
units y(k), (k =1, ...,t), process, using a functian the inputs

ISSN: 0976-3104

3. The output(s) of the output layer[’ It is possible to
consider an activation function and/or a bias heftre
determination of the final outputs.]

4.

y(K) =2 (k) s()

As pointed out in Whitg¢21], the output vectoy = g (x,6) can
be viewed as generating a family of approximati@ss ranges
over the se®, say) for the unknown relation between inpxts
and their corresponding outputsThe best approximation can
be determined by a recursive learning procedurewknas
back-propagation. The learning process — trainirig then an

j=1,..s k=1,...1.

X(), (i = 1, ...,r), previously amplified or attenuated by theiterative procedure of processing inputs througk treural

connection strengthsg(i,k).” [* Implicitly assumed is a
feedforward model, where signals flow only from)x@ y(k). It

is, nevertheless, also possible to consider feddéfects.]

The simplest neural network structure describedvabs
usually relaxed to obtain flexibility by considegira layer of,
so-called, hidden units. In this case, the trams&tion of inputs
into outputs includes an intermediate processisl performed
by the hidden units. Each hidden unit, then, predudy the
consideration of an activation or transfer functibrf-), an
intermediate outpws (j), j = 1, ...,s, which is finally sent to the
output layef [ It is also (and generally) possible to consider
bias node shifting the weighted sum of inputs bsedactor
b(j). SeeFigure—1] This situation is illustrated iRigure—1.

z(1)

=(r)
O)

Input Layer

Hidden Layer

Output Layer

y(1) y(t)

Fig: 1. A neural network representation
The neural network then computes:
1. The input(s) to the hidden layer
h() =b() +Zw(ij)x(i) i=1,..
2. The output(s) of the hidden layer the input(s) to the
output layer
s(j) =f(h()).

where f is the so-called activation function;

ni=1..5

network, determining the errors and back-propagdtie errors
through the network to adjust the parameters inerortb
minimize the error between the predicted and oleskoutputs.
This method of learning is referred to as gradiegcent as it
involves an attempt to find the lowest point in #reor space by
a process of gradual descent along the error ®ift4¢® Two
factors are used to control the training algorithmdjustment of
the parameters: the momentum factor and the legrrate
coefficient. The momentum term, which is quite uséb avoid
local minima, causes the present parameter chatgese
affected by the size of the previous changes. €haening rate
gictates the proportion of each error which is usedipdate
parameters during learning.]
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Back-propagation is a supervised training techniqube sense g
that the training data consists of an input veetod a target 3
vector such that the weights (and bias) of the astware g
changed during the learning process in order taagedthe %
difference between the output and the target vectdhis ¢
learning technique is common in most neural netedokt, ,§
however, does not apply in the case of self-orgagimaps, %
making them a very special case of a neural network 5
c

Given its main objectives, the architecture of a&vBi® different
from the traditional structure. It usually consistsa 2D lattice
of nodes, each being connected to the input I&&ch node is
properly positioned in the lattice (for example,doordinate,
y) and has an associated vector of weights witlsémee size of
the input vectors.

The training process is iterative and follows tteps described
below:

1. Each node’s weights are initialized;
2. An input vector is chosen at random from the afet
training data and confronted to the lattice;
3. Every node is examined in order to determine dbe

calledbest matching uniti.e. the one with weights that are t
most similar to the input vector;

4, Starting with the value of the lattice — in ardie include
all nodes — and making it smaller in every itenmatithe radius

¥ ITIOAB-India

Caleiro, IIOABJ; Vol. 4; Issue 3; 2013: 9-14 n



SPECIAL ISSUE ™e
Caleiro

ISSN: 0976-3104

of the best matching unit's neighborhood is calmda Any the Left Bloc (BE) — and to their right — basicatlye Social

g nodes found within this radius are considered tdnsele the Democratic Centre/People’s Party (CDS/PP). Thissif@ation
= best matching unit's neighborhood; has the advantage of not introducing distortioreahsee, in time
S 5. The weights of all neighboring nodes determiimegtep period under consideration, there were parties w#Hiament
g 4 are adjusted to make in order to make them miondas to seats that have now been extinguished — the castheof
S the input vector; Democratic Renewal Party (PRD) — and others thatmwvaile
6. Step 2 is repeated foiterations. were created as is the case of BE.
[ ] RESULTS In what concerns the remaining dat4!* The source of the data

is the Bank of Portugal] ever since the seminal epapf

Constitutional governments have ruled in Portugérathe Nordhaus [4], inflation and = unemployment have been
establishment of democracy in 19%4™ The 3rd, 4th and 5th considered to be the most important economic veasab
constitutional governments, which were in powerwaen explaining the electoral results, (Caleiro and Geiev [22]).

August 1978 and January 1980, were actually govemsnof More recent literature has shown that the existence
presidential initiative.] In any legislative elemti that took place Persistence in real variables, such as unemploymeay invert

= after 1974, the winning party has always been toeias the political business cycle optimal pattern (Gartf23],
L Democratic Party (PSD) or the Socialist Party (R&ulting in  Caleiro[24]). By respecting these facts, it will be considetteel _
il the formation of governments supported by one ob¢htwo average value of monthly inflation and of monthly;
partiest [*2 The only exception was the 9th constitutionaHn€mployment in the first and second halves of rendate
— government, supported by a post-election coaliietween the €nding with each election. The same division ofrtr@ndate is
@ two parties, which was in power between June 1988 a@lSO considered in terms of another variable taeémtly have
N November 1985.] Still, third parties in Portugalvhabeen P€en associated with election results (in Portygal)consumer
L= representing a fairly important role, even in termg confidence (Ramalho et &l25]). Finally, a dummy variable
LLJ parliamentary seats. taking the value 1 in case of a re-election and @&se of an

electoral defeat of the (previous) incumbent i® asnsidered.
Taking into account the availability of the datiae legislative

C faki - ; : elections of July 198%, [** The previous election took place in
what follows: taking the parties with parliamentagats, we y ’ p P
consider the results of those two main partiesASD and PS, October 1985.] October 1991, October 1995, Octdl#99,
and the results of the parties to their left — talbj the March 2002, February 2005, September 2009, and 20hé&

Democratic Unity Coalition (CDUJ [*® A coalition between are to be c_onsidere@lTabIe-l] summari_zes the data (all data,
the Communist Party and the ecologist party “Osoést.] and €Xcept confidence and the dummy are in percentage).

Those facts lead us to consider the following dfizsgion in

Table: 1. The data

IWVRERGO

| Election Left PS PSD Right Inflat_i Inflat_f Unemp_i Unemp_f Conf_i Conf_f

1987 17.05 | 22.24 | 50.22 4.44 0.9691 0.7182 9.1 7.8 -13.750 -9.800 1
1991 8.80 | 50.60 | 29.13 4.43 0.9331 0.9473 5.9 4.6 -8.423 -5.654 0
1995 8.57 | 43.76 | 34.12 9.05 0.6321 0.3617 4.6 6.9 -20.917 | -28.500 1
1999 8.99 | 44.06 | 32.32 8.34 0.2000 0.2154 7.1 5.4 -18.917 -8.250 1
2002 9.68 | 37.79 [ 40.21 8.72 0.3293 0.2753 4.5 4.6 -10.600 | -18.600 0
2005 13.89 | 45.08 | 28.77 7.24 0.2933 0.1694 6.4 7.5 -32.889 | -29.000 0
2009 17.68 | 36.55 | 29.11 [ 10.43 0.2689 0.0364 8.7 9.2 -29.536 | -37.821 1
2011 13.08 | 28.06 | 38.65 [ 11.70 0.1918 0.2945 11.6 12.4 -33.818 | -47.091 0

Neuroscience In Economic Declsion Making: GUEST EDITOR: José Anténio Filipe

Starting with the minimum x-y neural network configtion, 1987, 1995, 1999 and 2009; and another made di@isdhat
i.e. a 2x2 (hexagonal) topology, the obtained S@GMhown in led to a change in the party in power, i.e. 19902 2005 and
Figure 2.° [*® The results were modeled by Spice-SOM 2.12011. This kind of map is remarkable given that, what
written by Cao Thang, available atconcerns economic variables, a re-election or aaledf the
http://www.spice.ci.ritsumei.ac.jp/~thangc/programs/ (previous) incumbent happened after a typical, all s an
(accessed on June 12, 2012).] atypical, pattern of electoral business cycle.

Notably, the SOM identifies two clusters of elensoone made
of those corresponding to a re-election of the imigent, i.e. in

w
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0:0

2002;
2005:
2011

0:-1

Fig: 2. Elections in Portugal organized by the SOM

Plainly, increasing the x-y neural network confgivn would
lead to a clearer separation of the elections. Am#er of fact,
for instance considering a 8x8 (the number of @es) neural
network, the pairs (1995-1999), (1987-2009), (12905),
(2002-2011) seem to emerge ($égure—3) but, in general, the
same conclusion is achieved.

From the political science point of view the resulare
interesting from the outset because they providaleexce
supporting that (in Portugal) the political versioh electoral
cycle models cycles prevail over the partisan édxea matter
of fact, the clustering of elections is not basedtive winning
party, therefore on the alleged difference betwibertwo major
parties, which have supported all governments ursiedy.
Whilst the, so-called, third parties play a farnfranegligible

ISSN: 0976-3104

Fig: 3. Elections in Portugal organized by the SOM

The existence of distinct parties in power in Pgaiuafter the
restoration of democracy allows, therefore, stugyithose
issues. In this article this study is done usimadicular type of
neural network, SOMs, which, by their charactertstiare
particularly suited in accomplishing the task ofecking for
how the different democratic elections (in Portligalere
similar or distinct. A SOM of the electoral resultembined
with some relevant economic variables allows vigiraeg that
the legislative elections that took place in Postugp 1987,
1995, 1999, and 2009 were similar, the same hapgenith
the 1991, 2002, 2005, and 2011 elections. The adingt is
made in terms of the elections that correspondexthtelectoral
victory or to an electoral defeat of the previousuimbent.

From a political science standpoint, the resulésemsentially of
political nature, given that they are in accordatwehe fact

role (see Caleiro[26]) in Portugal, the fact is that thethat, despite some partisan differences betweervthemajor

convergence of political propaganda towards thétipasof the
median voter has made those two major parties ¢orbe very
similar in terms of their major decisions - notraach in terms
of their political intentions. Thus, it makes seng®t the
clustering of the SOM does not consider sufficigstgnificant
the remaining partisan differences.

[ 1V] CONCLUSION

The electoral cycle literature has developed in telearly
distinct phases. The first one, which took placetia mid-
1970s, considered the existence of non-rationaléhavoters.
In accordance with the rational expectations retvafy in the
late 1980s the second phase of models consideligddtional
voters. In any of these two phases a distinctiolwéen the
political and the partisan versions was also madaccordance
to the political version the ideological aspects aot important
whereas in the partisan version the ideology ofinbambent is
indeed relevant. From this point of view, it is epted that the
evolution of the economy and the consequent eleatisults
will be different depending on the type (left-righbnservative-
liberal) of the incumbent.

parties in Portugal, which have being the suppdrtath

incumbents, those are not sufficiently clear to ymein the
clustering of the elections obtained by the SOMsTi$ a result
that may as well be valid for other countries andigure

elections. A casual observation of recent episdies been
showing that the implementation of contractionamasures at
the beginning of the mandate is more easily juilé by the
incumbent after a substitution of the party in povie. after an
electoral defeat of the previous incumbent. From goint of

view, if the electoral cycles are to be importaéhg clustering of
the elections in terms of the defeat or victontlod (previous)
incumbent seems to be the expected result.

Given the apparent importance of space in the eapilan of
electoral results (Caleiro and Guerrejz2], Caleiro[27]) a
promising avenue for further research is the coatimn of the
SOM methodology and of spatial clustering and/of @aski
and Kohoneri28], Skupin and Hagelmgi9], Pablo-Marti and
Arauzo-Carod30]).
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