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ABSTRACT 
 
The paper presents the results of an experiment to select the most preferred model for software reliability evaluation. Since the 

mathematical models used to assess the reliability of software have a number of characteristics that are not the same in importance, it is 

advisable to apply multi criteria assessment methods to select the most suitable approach to reliability evaluation. A hierarchy analysis was 

chosen in the capacity of such a method, which allows us to obtain the results of comparing objects in the form of numerical weights. The 

paper presents the solution to the problem of choosing a dynamic model for evaluating software reliability using classical and simplified 

hierarchy analysis methods. 

 

INTRODUCTION 
  
We understand the reliability model of a Platform software as a mathematical model that reflects the 

dependence of a given software tool reliability on a number of parameters which values are either 

previously known or can be measured in the process of observing the system operation or in an 

experimental study of the Platform functioning [1-3]. 

 

Depending on the mathematical tools, analytical and empirical reliability models are distinguished. Two 

groups of the models are allocated depending on the need to consider the time factor in evaluating the 

reliability: dynamic and static [1-6]. In dynamic models, the behaviour of the software under test over time 

is considered. In static models, the appearance of failures takes into account only the dependence of the 

number of errors on the number of test runs or the dependence of the number of errors on the 

characteristics of the input data.  

  

Hypothesis: the Mus’s model is the most preferred of the dynamic models for evaluating software 

reliability. 

  

Within the framework of this study, we restrict ourselves to considering only analytical dynamic models due 

to the fact that often there is a need to obtain data on the occurrence of failures in time, both continuously 

and discretely.  

 

Consider the following dynamic reliability models [6]: Shooman’s model; La Padula’s model; Jelinski-

Moranda’s model; Chic-Walverton’s model; Mus’s model; Model of transition probabilities. 

 

Shooman’s model. The initial data for the Shooman’s model is collected during the software testing 

process. At each time interval, a program is run on a full range of developed test data and a certain 

number of errors are recorded. Statistics on detected errors are collected. After the end of the stage, the 

errors found in the previous stage are corrected, test sets are adjusted, if necessary, and a new testing 

stage is conducted. The reliability function is calculated as the probability of no failure on a time interval 

from 0 to t. 

 

La Padula’s Model. According to this model, a sequence of tests is performed in t stages. Each stage ends 

with the introduction of changes (corrections) to the software. The reliability of the software during the i-th 

stage is calculated as the difference between the marginal reliability of the software at this stage and the 

coefficient of the growth parameter. Being based on the data obtained during testing, the model makes it 

possible to predict the likelihood of a program running smoothly at subsequent stages of its execution. 

 

Initial data for the Jelinski – Moranda’s model is collected in the process of testing software. At the same 

time, the time until the next failure is recorded. Each detected error is resolved. The software reliability is 

calculated as a function of the i-th error detection time distribution density, counted from the moment 

when the (i-1) th error was detected. 

 
The Chic-Walverton’s model considers that errors are corrected only after the expiration of the time interval 

at which they arose. The error rate is proportional to the number of errors remaining in the program after 

the (i-1) th interval and the total time already spent on testing. 

 

Mus’s model. During testing, the program execution time (test run) until the next failure is recorded. It is 

allowed to detect more than one error during program execution until the next failure occurs. The total 
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number of failures occurred throughout the entire software life cycle is related with the initial number of 

errors depending on the number of errors eliminated per failure. 

 
 

Fig. 1: Classification of reliability models. 

 …………………………………………………………………………………………………………………………… 
 

 

The transition probability model is based on a Markov process that takes place in a discrete system with 

continuous time. It is suggested that during the testing process one error is detected. At any moment in 

time, the system can be in two possible states - operational or in a moment of another error correction. 

System readiness is defined as the sum of the probabilities of finding it in an operational state. 

 

METHODS 
 
When solving problems, the classical analytic hierarchy process (Saati method) and the simplified method 

were used.  

 

Consider the steps of applying the classical method [7]: 

 

1. Hierarchical decomposition of the problem “top-down”.  

2. A comparative assessment of the importance of the hierarchical structure elements in relation 

to the overlying level based on a unified scale. 

A set of pairwise comparison matrices of the elements H i and H j of any hierarchical level 

Ak=||aijk||hхh, aijk=si/sj, where h is the number of compared basic elements, and where the 

preference of elements for decision-making is defined as H i > H j if a ij k > 1; H i ≈ H j if a ij k = 1; 

H i < H j if a ij k <1. 

3. Calculation of the priority of options by aggregating particular estimates of the hierarchical 

structure elements in the direction “bottom-up”. 

 

In that case, when the simplified method is used, a simplified procedure is carried out for calculating the 

relative priorities of the options and criteria when constructing the pairwise comparison matrix A k = || a ij 

k || hxh of elements Hi and Hj of any hierarchical level [8]. The decision maker selects an element as a 

reference and assigns it the first number. The remaining elements are given arbitrary numbers. A pairwise 

comparison of each of the elements Hi, i = 2,3,. .., h with the reference H1 is performed. The element Hi is 

associated with a certain positive number b1i showing the subjective significance of this element for the 

decision-maker with respect to the element H1. As a result, all elements H i will be associated with positive 

numbers b11, b12,. .., b1h, where b11 = 1. The sequence of numbers b11, b12,. .., b1 h is taken as the 

first row of the square pairwise comparison matrix B = ||bij||hxh of rank h. The matrix B is constructed 

from the very beginning so that its elements bij satisfy the conditions of inverse symmetry bij x bji = 1 and 

compatibility bij x bjk = bik to satisfy the equalities bij = b i1 x b1j = b1j / b1i, for all numbers i, j = 2,. .., h, 

with the help of which all elements of the pairwise comparison matrix B are obtained in a unique way. 
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A comparative importance indicator for the hierarchy element H i is introduced in the form of si = bi1 / bh1 

= b1h / b1i. Then the local priority of the element H i will be determined by the expression vik = vk (Hi ) = si 

/  . For an arbitrary element bij of the matrix B, the relation bij = si / sj is satisfied. The column vector s = 

(s1, s2, .., sh)T composed of the values of comparative importance indicators is an eigenvector of the 

matrix B, and its eigenvalue is equal to h. Thus, the matrix B is consistent. 

  

IMPLEMENTATION 
 

The following criteria were chosen for solving the problem of choosing an analytical dynamic model: 

simplicity of calculations; forecasting ability; iteration ability, correction of errors at the time of finding; 

registration of failure; the average program execution time in a period; ratio of the number of errors 

eliminated to failures; accumulation of error data; the need for software support. The following dynamic 

models were considered as alternatives: Shooman’s; La Padula’s; Jelinski – Moranda’s; Chic – 

Walverton’s; Mus’s; and transition probabilities model. 

 

When conducting the experiment, the program “System for automated calculating according to the analytic 

hierarchy process” was used [9]. When working with the tool, at the first step it was necessary to enter the 

parameters which include the selection criteria and alternative solutions [Fig. 2]. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Entering the decision criteria and their alternatives. 

 …………………………………………………………………………………………………………………………… 
 

Next, we need to select the method on the basis of which the selection will take place; for the first 

experiment, the classic Saati’s method was chosen [Fig. 3]. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Choice of a method (Saati method). 

 …………………………………………………………………………………………………………………………… 
 

In the next step, we fill in the matrix of paired criteria comparisons [Fig. 4]. 
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Fig. 4: Filling in the paired criteria comparisons matrix.  

 …………………………………………………………………………………………………………………………… 
 

Next, the matrices of pairwise alternative comparisons for each criterion are filled. [Fig. 5] shows the result 

of filling in a pairwise alternative comparison matrix by the criterion of “simplicity of computation”. The 

remaining matrices are filled in the same way. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5: Filling in the pairwise alternative comparison matrix by the criterion of “ease of calculation”. 

 …………………………………………………………………………………………………………………………… 
 

After filling in all the matrices, the total weights of the alternatives were calculated; the alternatives are 

shown in [Fig. 6], and all summary data are presented in [Table 1].  

 

When applying the simplified method, we must select the appropriate method in the menu following the 

stage of filling in the parameters. 

  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6: Calculation of the total weights of the alternatives. 

 …………………………………………………………………………………………………………………………… 
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Table 1: Summary (Saati method) 
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Shooman’s Model 0.06 0.05 0.29 0.06 0.04 0.04 0.05 0.19 0,07 0,1001 

La Padula’s Model 0.22 0.05 0.06 0.22 0.16 0.14 0.23 0.06 0.12 0.1184 

Jelinsky – 
Moranda’s Model 

0.22 0.05 0.06 0.22 0.25 0.22 0.14 0.06 0.27 0.1219 

Chick – Walverton’s 
Model  

0.35 0.09 0.11 0,03 0.1 0.44 0.14 0.1 0.4 0.1369 

Mus’s Model 0,03 0.48 0.18 0.35 0.38 0.06 0.36 0.4 0,07 0.3494 

Transition 
Probability Model 

0.13 0.26 0.29 0.13 0.06 0.09 0.08 0.19 0,07 0.1696 

  

In the next step, fill in the first row of the paired criteria comparisons matrix; the remaining rows are filled 

in automatically [Fig. 8]. 

 

Next, the matrices of pairwise alternative comparisons for each criterion are filled. The user fills only the 

first row of the matrix, and the rest of the values in the rows are calculated by the program. After filling in 

all the matrices, the total weights of the alternatives which are shown in [Fig. 8] were calculated; and all 

summary data are presented in [Table 2].  

 

  

  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7: Filling in the matrix of paired criteria comparisons.  

 …………………………………………………………………………………………………………………………… 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8: Calculation of the total weights of the alternatives. 

 …………………………………………………………………………………………………………………………… 
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Table 2: Summary (simplified method) 
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Shooman’s Model 0.06 0.06 0.3 0.06 0.05 0.05 0.05 0.19 0,07 0,096 

La Padula’s Model  0.23 0.06 0,07 0.23 0.19 0.18 0.22 0.06 0.14 0.133 

Jelinsky – Moranda’s 
Model 

0.23 0.06 0,07 0.23 0.24 0.23 0.17 0.06 0.29 0.138 

Chick – Walverton’s 
Model  

0.29 0.12 0.1 0,03 0.14 0.32 0.17 0.1 0.36 0.138 

Mus’s Model 0.02 0.41 0.15 0.29 0.29 0.09 0.28 0.39 0,07 0.298 

Transition Probability 
Model 

0.17 0.29 0.3 0.17 0.1 0.14 0.11 0.19 0,07 0.187 

 

 

RESULTS 
 
An analysis of the results obtained using the classical and simplified methods shows that: 

 

 The most important criterion is “the ratio of the number of errors eliminated to failures”, as well 

as “correction of errors at the time of finding” and “average program execution time in a period”. 

 Shooman’s and transition probabilities models are the best alternatives according to the criterion 

of “iteration ability”. 

 The Chick – Walverton’s model is the best alternative according to the criteria: “simplicity of 

calculations”, “average time of program execution in a period”, and “need for software support”. 

 The Mus’s model is the best alternative according to the criteria: “forecasting ability”, “error 

correction at the time of finding”, “accounting for the presence of a failure”, “ratio of the number 

of errors eliminated to failures” and “accumulation of error data”. 

 The best alternative (with a wide margin from the next - 0.3494 versus 0.1696 for the classical 

method and 0.2978 versus 0.1873) is the Mus’s Model.  

 

CONCLUSION 
 
Thus, the proposed hypothesis is confirmed by an experiment for both processes of analytic hierarchy. The 

Mus’s model for the chosen criteria for selection alternatives is the best of the analytical dynamic models.  

 

However, the obtained results indicate the unambiguous priority of the Mus’s model, from which we can 

conclude that it is necessary to conduct a practical experiment in which, using the example of one of the 

Platform modules, to build and evaluate models that have the highest weight values from alternatives, to 

consider a larger number of alternatives from analytical models, to increase the number of criteria by 

which alternatives are considered, and to divide all criteria into groups for a more demonstrable picture 

concerning the influence of criteria on the choice of alternatives. 
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