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_____________________________________________________ 

 
ABSTRACT 

Deriving a property of a protein that is unique to it has well known significance since the study on ab 

initio model based derivation of protein structure where uniqueness of protein sequence is taken as 

the source of specificity of protein structure. In this direction, Heat denatured protein aggregates 

(HDPA) of proteins were studied with an objective to derive some multi-fractal markers specific to 

constituent protein that may be further utilized to extract information of the seed protein. Since 

Ordinary microscopic images of aggregates were analyzed to extract Intensity Level-based 

Multifractal Dimension (ILMFD) features. ILMFD features include four different features, perimeter 

fractal dimension (ILMFDP), perimeter-area relationship (ILMFDPAR), Area fractal dimension (ILMFDA) 

and Perimeter-area fractal dimension (ILMFDPA) that were calculated using fractal computations 

considering perimeter, and area of aggregate images. Feed forward backpropagation network was 

used to classify the proteins using different ILMFD parameters. It was found that ILMFD features 

could discriminate the proteins used in our study, that points to their potential to serve as unique 

property or marker of a protein. Further to validate the results, the outputs from ANN were clustered, 

and the outputs clustered in the largest cluster were found to significantly improve the result in 

class decision given by ANN. 

. 
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[I] INTRODUCTION 
Protein aggregation has been considered as an unwanted and 
unproductive phenomenon in biological applications involving 
proteins [1]. It can be defined as a process by which a 
homogeneous protein solution separates into two phases 
comprising aggregate phase having significant intermolecular 
interactions and the other one having dilute supernatant of 
isolated protein [2]. generally accompanied by conformational 
change of protein, which can be induced by thermal, enzymatic 
or chemical perturbations affecting the native folded structure 
of protein [3]. But recently several studies have pointed towards 
specificity of aggregates to their seed proteins. 
 
Bohr et al (1997) [4]. through their experiment on native protein 
aggregate by electronic, atomic force and ordinary microscope, 
have shown that the structure of aggregates of proteins are 
strongly influenced by shape of constituent individual protein 
molecules. Also, from the study done by Taubes we find that 
protein aggregates are not as nonspecific as earlier believed [5]. 

In a simulation study on protein aggregation, Patro and 
Przybycien showed that variation in monomer surface property 
significantly affects the structure of kinetically irreversible 
protein aggregates [6]. Another study indicated that aggregation 
properties are affected by structural changes in proteins. Change 
in protein structure is found to significantly affect the topology 
and energetics of contacts within aggregates and 
thermodynamic drive towards aggregation [7]. 
 
Recently it has been found that aggregation is a generic 
property of polypeptide chains and aggregation propensity 
differs with difference in structure and environment [8]. Some 
studies have shown that a minor change in amino acid sequence 
of protein can prevent or increase aggregation of protein. In a 
study done on viral coat proteins, King et al., found that mutant 
viral coat protein having a single amino acid change, folded at 
low temperatures normally, but at higher temperatures it self-
assembled into aggregates. This aggregation at high 
temperatures was not found in normal protein [5]. Another 
study done by David Brems et al., on bovine growth hormone, 
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showed that mutation prevented its aggregation but did not 
affect its folding [9]. These studies indicate that aggregation 
may be preprogrammed into amino acid sequence just like 
folding and aggregates should not be considered as just a 
nonspecific mess. 
 
Taking cue from these studies, we have been searching towards 
a suitable aggregate feature that can be used as a marker 
showing specificity of aggregates to individual proteins. The 
background behind this effort is the expectation that such 
unique aggregate based feature should be map-able to 
individual protein property, especially structural property. Like 
the structural information we draw from protein crystal which is 
eventually an ordered assembly of protein and mostly scarce, 
we want to draw structural information of protein from its 
aggregate which is apparently not so ordered but available for 
almost all the proteins. To accomplish this goal, in this work we 
have extracted a scale and rotation independent feature Intensity 
Level-based Multifractal Dimension (ILMFD), based on mass 
fractal dimension of aggregates to study the rough pattern of 
heat denatured aggregates [10, 11]. As ILMFD is basically an 
aggregate-image based feature, it is quite likely that it captures 
the rough shape and texture of 3D-aggregates in its 2D-
projected form. In current work, we have extracted three more 
features, to be included in ILMFD feature set and utilized them 
in a novel neuro-clustering classifier. This new approach has 
shown promise to significantly increase the specificity of 
ILMFD feature set to individual protein. 
 
 

[II] MATERIALS AND METHODS  
 
 
2.1. Formation of protein aggregates 
 

The proteins used were Albumin, Cytochrome c, Ferritin, Hemoglobin, 

Insulin and Lysozyme. Proteins were purchased from Sigma Aldrich Inc. 

(USA). Water used in the experiments was purified by Millipore Water 

System (Model: Millipore, USA). Each Protein was dissolved in Millipore 

water at concentration of 25 mg/cc and kept at 100°C for 15 minutes to 

obtain its Heat Denatured Protein Aggregates (HDPAs). 

 
 
2.2. Procuring microscopic images of aggregates 
 

Suspension having homogeneously distributed HDPAs was spread over 

Hemocytometer slides (Model: Neubauer Chamber, Marienfeld, 

Germany) and visualized under phase contrast mode of compound light 

microscope (Leica Model DML-B2) at 400× magnification. Images of 

aggregates were captured using a digital camera (Canon PowerShot 

S50) attached with the microscope, at 2× optical zoom, resulting in to 

total magnification factor of 800×. For each protein 50 images of HDPAs 

at different fields of views were captured to create an aggregate image 

dataset.  

 

 
2.3. Preprocessing and intensity plane slicing of 
images 
 

Each aggregate image was converted to grey scale and resized to 1/3rd 

of the original size 2592x1944 pixels, to reduce computational 

complexity. Background of each aggregate image was made black using 

Adobe Photoshop 7.0 to nullify the effect of background on ILMFD 

parameters calculated form images. Each image, was split into 10 binary 

images on the basis of fixed intensity-ranges by applying the rule that in 

a binary image representing an intensity range, only the pixels having 

intensity values falling in that intensity range , would be kept as 1, while 

all other pixels would be assigned a value of zero. Computationally, 

intensity interval between maximum and minimum intensity of a 

particular image was divided into 10 smaller and equal intervals or 

ranges. 

 

 
2.4. Deriving ILMFD features from aggregate 
images 
 

Area (A), perimeter (P) of aggregates for 10 binary images representing 

each aggregate image were calculated at different scales of 

measurement (S) using box counting method. Four types of ILMFD 

features were derived using Area, and perimeter calculated at different 

scales of measurement i.e., box size [12,13]. Area (A) was calculated as 

number of boxes covering the aggregate in the image. Similarly, 

perimeter (P) was measured as the number of boxes making the 

periphery of the aggregate in the image. Perimeter fractal dimension was 

calculated as the slope of the linear regression plot between log(P) and 

log(S). Perimeter-area relationship was calculated as slope of linear 

regression plot between log(P) and log(A) at different box sizes (S). Area 

fractal dimension was calculated as the slope of linear regression plot 

between measured log(A) and log(S). Similarly perimeter-area fractal 

dimension was calculated as linear regression plot between two 

variables x, and y where x= log(P/S), and y=(log(A))/2 - log(S) [14]..Thus 

each aggregate image was represented by 10 fractal dimensions (one 

for each binary image), cumulatively referred to as ILMFD  where, Di is 

fractal dimension of one intensity level:  

10

1}{  iiDD
 

Thus we derived four different types of ILMFD parameters as ILMFDA, 

ILMFDP, ILMFDPA, and ILMFDPAR from area fractal dimension, perimeter 

fractal dimension, perimeter area fractal dimension and perimeter area 

relationship respectively. 

 

 
2.5. Classification by ILMFD parameters using 
artificial neural network 
 

Each of the four ILMFD features was used separately for classification of 

images into different classes based on their constituent protein. The 

classification decisions from different ILMFD features were obtained 

using feed forward backpropagation networks where normalized values 

of ILMFD features IF was used as input vector. ILMFD data set obtained 

from 300 images of all proteins, was divided in to training and test sets, 

by randomly picking data for 210 images as training set and for 

remaining 90 images as test set. Such five training and test sets were 

chosen randomly for training and testing the neural network based 

classifier. Each training and test ILMFD data was normalized by 

subtracting their column mean calculated from respective training ILMFD 

data.  

 

Same network architecture was used for all the four ILMFD features. It 

consisted of one hidden layer apart from input and output layers. While 

the input layer comprised of 10 neurons, hidden layer consisted of 8 

nodes. Output layer had six neurons to represent six classes of our 

interest. Tan sigmoid transfer function was used in hidden and output 

layers. Mean square error was used as performance function. Trained 

networks were simulated with normalized test ILMFD feature data for 

validation. 
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2.6. Classification by ILMFD parameters using 
neuro-clustering classifier 

 

Classification decisions obtained for test sets of each protein were 

clustered using k means clustering. Value of k was kept as 2, 

considering possibility of two types of decisions i.e., correct or incorrect. 

Centre of the decisions grouped in larger cluster were matched with 

correct decisions of test dataset to validate the decision tendency of 

trained networks.  

 

 

[III] RESULTS AND DISCUSSION 
 

3.1. Potential of ILMFD features to classify and 
recognize individual proteins 
 

The neural networks trained with different ILMFD features, were 

simulated for their respective test sets. To remove the possibility of any 

bias, training and testing of neural networks, was done using five 

different randomly chosen training and test sets from whole data. 

Results for neural networks giving maximum efficiency of protein 

classification on test sets as well as average efficiency of all networks 

for each ILMFD feature are shown in table 1. Maximum efficiency of 

protein classification on test set was found for features ILMFDP and 

ILMFDPAR. Similarly network-average of efficiencies of five networks 

for classification of proteins using these same features were found to 

be the maximum among the features selected in our study [Table-1]. 
 

Protein-wise sensitivity and specificity of classification using neural 

networks giving maximum efficiency on test set are given in Table-2. 
In Table-3, the efficiency in classifying a protein using decision 

clustering model of neural network outputs (we referred as neuro-

clustering) has been shown. 
 
 

ILMFD 

Feature 

Training Set Test Set 

Efficiency of network 

giving Maximum 

Efficiency on test set 

Average 

Efficiency of five 

networks 

Efficiency of network 

giving Maximum 

Efficiency on test set 

Average 

Efficiency of five 

networks 
ILMFDA 93.81 94.57 ± 0.87 74.44 70.44 ± 3.20 

ILMFDP 98.57 94 ± 6.96 80 76.88 ± 2.65 

ILMFDPA 96.67 94.95 ± 1.37 67.78 63.11 ± 3.08 

ILMFDPAR 94.76 94.85 ± 2.90 80 75.78 ± 2.53 

 

 

Table: 1. Results of classification in percentage for proteins using different ILMFD features of HDPAs 

 
 

Class ILMFDA ILMFDP ILMFDPA ILMFDPAR 

Sens Spec Sens Spec Sens Spec Sens Spec 

Albumin 61.54 76.62 57.14 84.21 63.64 68.35 90 78.75 

Cytochrome c 64.71 76.71 80 80 37.5 74.32 63.16 84.51 

Ferritin 73.68 74.65 100 75.34 78.57 65.79 100 76 

Hemoglobin 83.33 72.22 94.12 76.71 81.25 64.86 93.33 77.33 

Insulin 100 70.13 92.86 77.63 83.33 63.89 82.35 79.45 

Lysozyme 60 76.25 46.15 85.71 60 69.33 57.14 84.21 

 

 

Table: 2. Results of neural network based classification in percentage for each protein based on four different ILMFD 

features: ‘Sens’ and ‘Spec’ represent sensitivity and specificity respectively 

 

 

 ILMFDA ILMFDP ILMFDPA ILMFDPAR 

Efficiency 100 100 67 100 

 

Table: 3. Results of percentage efficiency for neuro-clustering based classification for each protein based on four different 

ILMFD features 

 

 

Efficiency of ILMFD parameters to classify proteins is 

indicative to their potential to recognize and discriminate each 

of the proteins and thus to serve as markers for each proteins. 

For this reason we present efficiency-profile of different 

ILMFD features in Tables-1, -2 and -3.  
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3.2. Selection of protein aggregates as study 
material  
 

The idea behind this work originated from various studies on 

protein aggregates, indicating the specificity of aggregate 

properties to their constituent proteins. On the other hand 

limited applicability of experimental methods like x-ray 

crystallography, NMR, prediction methods like homology 

modeling and threading for protein structure determination etc. 

predicated the need for search of novel methods for 

determination of protein structure and structure based features. 

Easy availability of protein aggregates through simpler 

experimental set up as compared to protein crystals, encouraged 

us to investigate the possibility of deriving some protein 

specific aggregate features, which would be protein specific and 

could be further used to map some functionally important 

structure features like protein functional sites. 
 

 
3.3. Suitability of aggregate data 
representation 
 

An aggregate image represents the natural three dimensional 

texture of aggregate in two dimensional forms [15, 16]. Each 

image was sliced into different intensity planes using gray level 

intensity based method into binary images where each intensity 

level was supposed to grossly capture the three dimensional 

depth of the aggregate. At each intensity level four types of 

fractal dimensions were calculated. The whole set of fractal 

dimensions calculated from all the intensity planes constitute 

the multi-fractal features for a particular aggregate image.  As 

we had considered area, and perimeter measurements at 

different scales of measurement, it is quite likely that 

information on geometrical rough-pattern of aggregate surface 

and perimeter was suitably represented through these multi-

fractal dimension features. ILMFD feature set tries to capture 

the roughness pattern of aggregates at surface and peripheral 

parts, which may be specific to the aggregates of particular 

protein. Thus ILMFD features have potential to be used as a 

protein specific aggregate feature. 
 

 
3.4. Robustness of ILMFD Features 
 

The probable reason behind the high efficiency obtained 

through ILMFD features may be suitable representation of 

possibly unique patterns of aggregate surface and perimeter 

using ILMFD features. ILMFD features capture aggregate 

surface and perimeter patterns hidden in various intensity-

depths. Moreover, the number of intensity levels was fixed after 

several trials, to get sufficient and equitable representation of 

intensity depths. Further studies may be done to find an 

optimum number of intensity levels to represent various 

intensity depths in aggregate images more reasonably. 
 

 
 

 
3.5. Applicability of ILMFD features 
 

The work dealt with development of a new approach for 

deriving structural information of protein by using light-

microscopic images of protein aggregates as input data that is 

subsequently processed and mined for this purpose. The 

objective of ILMFD based classification of protein was to find a 

set of features which will serve as unique structural or 

functional signature. As aggregation is generally driven by 

interaction of its constituent proteins it is interesting to see 

whether this interaction has specificity to the structure or 

function of its ingredient i.e., individual protein. The proteins 

chosen by us have diverse function and patho-physiological 

behavior. Therefore a specific pattern of these proteins was 

expected from their aggregates. The capability of ILMFD 

features towards this direction to discriminate the proteins 

selected for this study is quite encouraging. For enhancing the 

discriminatory (i.e., classifying) power a novel neuro-clustering 

approach was adopted in which the overall efficiency of 

classification was found to increase significantly. Moreover, our 

approach utilizes a very simple protocol based on computation 

of data obtained from heat-denaturation of protein and ordinary 

microscopy. Therefore it is worth investigation to see whether 

this protocol may be utilized as a tool to identify proteins on the 

basis of their structural or functional families without taking the 

help of their PDB structures. 

 
 
3.6. Applicability of neuro-clustering classifier 
 

Concept of neuro-clustering classifier was introduced taking cue 

from the decision making process of human brain. Notion of 

group decision was applied using multiple instead of a single 

test data. In most cases larger cluster of decisions was found to 

represent the general tendency of decisions, while the smaller 

cluster was found to represent noise. Centre of larger cluster 

was found to be a close approximation of correct class decision 

in majority of cases leading to significant improvement in 

classification efficiency for all the ILMFD features except 

ILMFDPA [Table-3]. This kind of approach may find its 

applications in various other classification problems dealing 

with biological data. 

 

 

[V] CONCLUSION  
 
Promising results obtained from this study show the specificity 
of aggregate properties to constituent proteins.  In the context of 
limited applicability of conventional complex methods for 
protein structure determination like x-ray crystallography and 
NMR, aggregation based methods hold potential to serve as 
starting point for development of novel alternative methods for 
derivation of protein structural features. Further exploration is 
required in this direction to develop methods to utilize these 
aggregate features to derive functionally important structural 
feature of protein like functional sites which lie on surface. 
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Moreover the concept of neuro-clustering introduced in this 
work proved to be a very useful classifier to handle complexity 
in input test dataset which points possible scope of its 
applications in other biological classification problems also. 
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