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ABSTRACT

Digital Watermarking has become an essential tool for protecting copyrights of digital data. A singular value decomposition (SVD) and Tabu Search based digital image watermarking method has been proposed. In this approach, the singular value of the original data has been modified using multiple scaling factors for embedding the watermark image. These multiple scaling factors are generated using a meta-heuristic approach known as Tabu search. The Watermarked image obtained by the proposed approach is robust under various attacks such as rotation, cropping, JPEG compression, Histogram equalization, Average filtering and Gaussian noise. The experiment done on the standard benchmark data set shows the proposed algorithm which uses Tabu Search is more robust than the best known algorithm which uses Genetic Algorithms (GA).

INTRODUCTION

The rapid development of the Internet and availability of networked computers has made the distribution of multimedia data very fast and convenient without losing information. The consequences of such applications lead to modification and distribution of illegal data easier for the unauthorized parties. To overcome these problems, digital watermarking technique came into existence. Digital watermarking is a technique of inserting copyright (watermark) into the digital data, such as text, audio, image and video, etc. The applications of digital image watermarking are: copyright authentication, data authentication, user identification, copy protection and automated monitoring [1, 35]. The watermarking techniques can be classified based on the domain (as Spatial domain and Transform domain), the strength of the watermark (as fragile, semi-fragile and robust), visibility of the watermark (as visible and invisible) and the requirement of the original image while extracting the watermark (as Non-Blind and Blind) [2]. Also the requirements of digital watermarking such as transparency, fidelity, robustness and capacity or data payload of the watermark have been discussed.

Secure Spread spectrum watermarking has been presented in [3] and the methodology can be generalized to audio, video and multimedia data, where the watermark is independent and identically distributed Gaussian random vector and embedded imperceptibly into most significant spectral components of the original image. This method is robust to signal processing operations and common geometric distortions provided that the original image is available, i.e. the method discussed is Non-Blind watermarking. The watermarking scheme need to be adaptive in order to be robust as discussed in [4], and it should identify and embed the watermark in most significant features of the original image.

In visible watermarking, watermark is visible, because the watermark is overlaid on the original image. The watermark needs to be overlaid in a way that it has to be difficult to remove the watermark which can be a text or logo. In invisible watermarking the watermark is embedded imperceptibly into the original image. One of the simple invisible watermarking schemes is modifying the LSB plane of the original image with the message bits that need to be embedded [5].
Spatial domain watermarking is simple and has advantages of easy implementation, low complexity. Generally the spatial domain techniques are not robust, they are fragile. Different variations and improvements of this method are also available. In spatial domain watermarking, the embedded watermark can’t resist image processing operations or attacks. The Frequency domain watermarking is performed by inserting the watermark into the magnitude of the coefficients in the frequency domain. Existing transform domain watermarking techniques include: FFT (Fast Fourier Transform), DCT (Discrete Cosine Transform), DWT (Discrete Wavelet Transform), SVD (Singular Value Decomposition) and hybrid (Combination of the above transforms).

In Transform domain watermarking techniques, DWT [6, 12-19, 21-23] and SVD [7, 20] watermarking techniques have been proposed. Another watermarking technique using principal component analysis (PCA) has been discussed in [8], where the watermark is embedded in the highest energy coefficients (most significant features). DCT domain watermarking is classified into global and block-based DCT watermarking. In the global DCT scheme, a watermark is embedded in perceptually significant portion of the original image [9] and the watermarking schemes based on DCT and its variations has been discussed in [24-28]. A hybrid watermarking technique using a combination of both DWT and SVD transforms for user authentication in biometrics is proposed in [10]. DWT and the SVD watermarking scheme is proposed in [29]. An image adaptive watermarking scheme that uses wavelet for watermarking, where the watermark is embedded in the portion of the image that exhibits high tolerance towards the modification is discussed in [11]. The rotation, scale and translation invariant watermarking of a digital image with log polar mapping and phase correlation is proposed in [30]. Another reversible transform used for watermarking is Walsh-Hadamard Transform (WHT) and this technique has been presented in [31, 32].

Several digital image watermarking methods have been proposed previously. In [25], DCT watermarking method for sub bands of a digital image has been proposed. In the DWT watermarking scheme, the watermarking method is same as in DCT, the difference is in the process of transforming the original image in its frequency domain [36]. Different DWT watermarking schemes have been proposed. One of those is [13], at multiple resolutions the watermark is embedded in all high pass bands in a nested manner. In order to consider HVS factor, [14, 15] improved this technique by adding HVS factor. A dual domain watermarking technique for image authentication and compression is presented in [37], where the watermark is generated using DCT domain, and DWT domain is used to insert the watermark.

If the watermark is embedded in low frequency components of the image, then it is robust to low pass filtering, lossy compression and geometric distortions and if the watermark is embedded in the high frequency components of the image then it is robust to contrast and brightness adjustments, gamma correction, histogram equalization and cropping. In order to achieve the overall robustness of the watermarked image, multiple watermarks are embedded in low and high frequency components of the DWT transform [18]. Optimal wavelet based watermarking scheme is presented in [38], where a binary logo is used as watermark and it is inserted in all four sub bands of DWT transform with variable scaling factors in different sub bands i.e., high scaling factor for an LL sub band and low scaling factor for other three sub-bands. In [39], an improved watermarking scheme is proposed where the watermark is embedded in the SVD domain of four sub bands (LL, LH, HL, HH) of DWT transformed image.

The DFT domain watermarking technique utilizes a circular symmetric watermark to embed in the 2-D DFT domain of the original image [41]. As the watermark is circular in shape, it is robust to geometric rotation attack. Here it discusses that the scaling in spatial domain leads to inverse scaling in the frequency domain and rotation in spatial domain leads to the same rotation in the frequency domain. DFT is resistant to translation and cropping [40]. Circular shifts in spatial domain do not have an effect on the magnitude of the Fourier spectrum. In above both papers, watermarking the low frequency components have some visible effect in spatial domain, and high frequency components will be removed during JPEG compression. So, embedding the watermark in mid frequencies will be better. In DFT watermarking, the watermark can be embedded either in magnitude or phase information. A DFT watermarking technique which uses phase information for embedding the watermark presented in [43], is robust to image contrast operation. Another DFT watermarking in which multiple watermarks have been embedded in low and high frequency bands are discussed in [42]. A RST resilient watermarking is presented in [44], in which watermark is embedded in the magnitude information of the re-sampled Fourier spectrum by log-polar mapping. This is not robust to cropping and weak robust to JPEG compression. Hadamard Transform based watermarking that modifies the high frequency Hadamard coefficients for embedding the watermark is proposed in [45]. A watermarking technique that uses a multi-resolution transform and Complex-Hadamard transform is presented in [46]. The multi resolution Hadamard transform is applied first, then Complex Hadamard transform is applied and the watermark is embedded in the phase component as it is more robust to
noise compared to amplitude modulation. An improved watermarking technique for JPEG images has been presented in [47].

In case of image watermarking, illegal tampering of the watermark should not destroy or transfer the watermark to another valid signature and it should maintain the quality of the image as well. So, in [48] two perceptual based watermarking techniques are proposed: Block-based DCT and Multi resolution wavelet framework and it provides good results for image transparency and robustness, which are the basic requirements of an effective watermarking scheme. Multi Resolution WHT (MR-WHT) and SVD based robust watermarking scheme for copyright protection is presented in [49], the image is first decomposed into sub-bands using MR-WHT and the middle singular values of the high frequency band at the coarsest and finest level are modified by the singular values of the watermark.

A new watermarking scheme with the combination of Fast WHT (FWHT) and DCT has been proposed in [50]. An adaptive image watermarking technique based on just-noticeable difference (JND) and Fuzzy Interference System (FIS) optimized with Genetic Algorithm (GA) is presented in [51]. To embed the watermark it utilizes the JND profile of the image and to improve watermark extraction performance FIS with optimized GA is used. It is robust to image manipulation attacks. In the image watermarking one of the key problems is how to hide the robust gray scale or color watermarks which is discussed in [52]. A block based watermarking scheme using SVD, where the watermark is inserted in right singular values of each block of the original image is proposed in [53].

In SVD watermarking technique the scaling factor of the watermark is maintained constant [33]. In [34], it is suggested that multiple scale factors can be considered because using constant scale factor may not be efficient in some cases. In [20], a digital watermarking scheme based on singular value decomposition and a Tiny genetic algorithm (for finding optimum scale factors) is proposed. In this paper, an SVD watermarking scheme that uses Tabu search, which is a meta-heuristic approach to find optimal scale factors to watermark the singular values of the original image is proposed.

MATERIALS AND METHODS

In this section, basic SVD based watermarking is explained in detail. Then the concept of Tabu search is discussed and how it is used to determine proper multiple scale factors for the singular values of the original image is described.

SVD based watermarking

In most of the image processing applications, image can be perceived as a matrix with non-negative scalar values. The SVD of an image F of size M x M is calculated as, $F = U S V^T$, where U and V are orthogonal matrices of size M x M and M x M respectively, and S is a diagonal matrix of size M x M i.e., $S = \text{diag}(e_i)$ where $e_i$'s are the singular values arranged in decreasing order with $i = 1, 2, 3, \ldots, M$. Singular values of an image will have most of the energy concentrated in the beginning of the diagonal matrix as they are arranged in decreasing order. It contains the luminance values of the image and the slight modification done to the singular values will not affect the original image visual quality. So, for SVD watermarking the singular values are used for embedding the watermark. SVD of image F can be written as:

$$F = \sum_{i=1}^{r} u_i s_i v_i^T$$

Here r specifies the rank of the matrix F, $u_i$ and $v_i$ are left and right singular vectors respectively. From [7], The SVD watermarking is as follows: First, the SVD operation is performed on the original image, F resulting in three matrices U, S and V. Then, a watermark is embedded in diagonal matrix, S as $S' = S + \alpha W$, where $\alpha$ is used to scale the watermark strength and SVD operation is employed on S' obtain three matrices $U_w$, $S_w$ and $V_w$. The watermarked image, $F_w$ is obtained by multiplying three matrices $U_w$, $S_w$ and $V_w^T$.

$$F = U S V^T;$$  
$$S' = S + \alpha W,$$  
where $\alpha W$ is point wise multiplication, i.e., $\alpha W = (\alpha_1 W_1, \alpha_2 W_2, \ldots, \alpha_n W_n)^T$;  
$$S' = U_w S_w V_w^T;$$  
$$F_w = U_w S_w V_w^T;$$

By performing the inverse operation of the watermarking, watermark extraction can be done. $F_w^*$ is possibly modified watermarked image.

$$F_w^* = U^* S_w^* V_w^{*T};$$  
$$D^* = U_w S_w^* V_w^{*T};$$
The verification of the watermark can be done by correlating with the inserted watermark.

The scaling vector $\alpha$ plays an important role in obtaining robustness. Choosing the optimal vector $\alpha$ using Brute-Force technique requires an exponential amount of time. Hence, it is better to use soft computing technique to find optimal or close to optimal in polynomial time. [20] uses Genetic Algorithms (GA) to find optimal vector $\alpha$ to get best robustness. In this paper, we use Tabu Search to find optimal vector $\alpha$ and the experiment done on the standard data set shows that Tabu Search gives more robustness than the GA in watermarking.

**Tabu-search**

Tabu Search was created by Fred W. Glover in 1986. It is a meta heuristic algorithm used for solving combinatorial optimization problems. In this paper, Tabu Search is used for optimizing the scaling factors. In [20], the authors have used Tiny GA (Genetic algorithm) for optimizing the scaling factors with small population size (ten chromosomes), little number of generations and simple fitness.

When Tabu Search is used to solve the problem, the following need to be considered: 1) Representation of solution for the problem, 2) Initial Solution, 3) Generating Candidate solutions, 4) Fitness evaluation function, 5) Tabu List to store the solutions for reducing cycles and 6) Termination criteria. Tabu Search usage can reduce the effort of computation required to generate the optimized scaling factors for watermark embedding.

**Representation of the Solution:** The solution, which is a vector of scaling factors to embed the watermark in the diagonal matrix can be represented as vector $a = (a_1, a_2, a_3, \ldots, a_n)$, where $a_i \in [0, 1]$, $1 \leq i \leq n$ and $n \times n$ is the dimension of diagonal matrix.

**Initial Solution:** Randomly generated vector of scaling factors is given as initial solution. It is assumed as the best solution ($S_{\text{best}}$) available till better solution is obtained.

**Candidate Solutions generation:** Given initial random solution, $a = (a_i)$, where $a_i \in [0, 1]$, $1 \leq i \leq n$ and $n \times n$ is the dimension of diagonal matrix. Candidate solutions ($CS_i$) are generated as follows:

$$CS_i = (a_1, a_2, \ldots, \max(a_i, a_{i+1}), k_i, a_{i+2}, \ldots, a_n);$$

where $a_i \in [0, 1]$; $1 \leq i \leq n-1$. The value of $k_i$ is determined by the following Algorithm 1, Scale($a_i, a_{i+1}$) i.e., $k_i = \text{Scale}(a_i, a_{i+1})$ as follows:

<table>
<thead>
<tr>
<th>Algorithm 1 Scale($a_i, a_{i+1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>initialize $w=0.2$</td>
</tr>
<tr>
<td>if $a_i &lt; a_{i+1}$ then</td>
</tr>
<tr>
<td>\hspace{1cm} $lc = w \cdot a_i + (1-w) \cdot a_{i+1}$</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>\hspace{1cm} $lc = w \cdot a_{i+1} + (1-w) \cdot a_i$</td>
</tr>
<tr>
<td>end if</td>
</tr>
<tr>
<td>if $lc \leq 0.2$ then</td>
</tr>
<tr>
<td>\hspace{1cm} $k_i=1-lc$</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>\hspace{1cm} if $lc \geq 0.8$ then</td>
</tr>
<tr>
<td>\hspace{2cm} $k_i = lc$</td>
</tr>
<tr>
<td>\hspace{1cm} else</td>
</tr>
<tr>
<td>\hspace{2cm} if $0.2 \leq lc \leq 0.4$ then</td>
</tr>
<tr>
<td>\hspace{3cm} $k_i = lc-0.2$</td>
</tr>
<tr>
<td>\hspace{2cm} else</td>
</tr>
<tr>
<td>\hspace{3cm} if $0.6 \leq lc \leq 0.8$ then</td>
</tr>
<tr>
<td>\hspace{4cm} $k_i = lc+0.2$</td>
</tr>
<tr>
<td>\hspace{3cm} else</td>
</tr>
<tr>
<td>\hspace{4cm} $lc = lc - 0.4$</td>
</tr>
<tr>
<td>\hspace{3cm} $k_i = 1 - lc$</td>
</tr>
<tr>
<td>end if</td>
</tr>
<tr>
<td>end if</td>
</tr>
</tbody>
</table>

The candidate solution $CS_i$ generated in the $i^{th}$ iteration from the candidate solution in the previous iteration by changing $i^{th}$ element $a_i$ with the maximum of $a_i$ and $a_{i+1}$ i.e., $\max(a_i, a_{i+1})$ and $(i+1)^{th}$ element by $k_i = \text{Scale}(a_i, a_{i+1})$. The algorithm that computes $\text{Scale}(a_i, a_{i+1})$
uses a parameter $w$, and $w$ is initialized 0.2. The objective of Scale() function is to find the convex linear combination of $a_i$ and $a_{i+1}$ and the resultant value $k$ is to be a high value in the range $[0, 1]$. The $k$ found by the algorithm is more than 0.8 and less than 1. If different $w$ is chosen, then steps in the algorithm needs to be modified so that $0.8 \leq k \leq 1$. The reason why we need to keep $k$ in the range $[0.8, 1]$ is that high value of $k$ gives more robustness.

**Fitness Evaluation:** Fitness function is defined as a function of imperceptibility and robustness. It is used to balance the main requirements of watermarking i.e., imperceptibility and robustness.

$$Fitness = f(\text{Imperceptibility, Robustness})$$

Fitness is measured for all the candidate solutions generated, $F = (f_1, f_2, f_3, \ldots, f_i)$ and fitness for the initial solution is also measured, $F_{\text{best}}$. Candidate solution with minimum fitness ($F_{\text{min}}$) is selected as solution for the next iteration. If the fitness $F_{\text{min}}$ is less than the best fitness, $F_{\text{best}}$ then the candidate solution with $F_{\text{min}}$ is selected as the best solution. The imperceptibility is measured as a normalized correlation between the original image and the watermarked image to determine the visual quality of the watermarked image. Robustness means that when the watermarked image is attacked, the inserted watermark has to be extracted with some distortion. Imperceptibility and robustness are defined by formulas as follows [20]:

$$\text{Imperceptibility} = NC(F, F_w)$$

$$\text{Robustness} = \frac{1}{N} \sum_{i=1}^{N} NC(W, W^*_i)$$

$$NC(X, X^*) = \frac{\sum_i \sum_j X(i,j)X^*(i,j)}{\sqrt{\sum_i \sum_j X(i,j)^2} \sqrt{\sum_i \sum_j X^*(i,j)^2}}$$

where $X$ and $X^*$ are the original and processed watermarked image respectively; $W, W^*$ are the inserted and the extracted watermarks; $N$ is the number of attacks considered; $F$ and $F_w$ are the original and watermarked image.

**Tabu list:** Tabu list is used to store the candidate solutions that are best and used as the solution for the next iteration. If the candidate solution to be updated for the next iteration is already present in tabu list, then the next candidate solution with minimum fitness is selected for the next iteration. Tabu list is used to for removing cycles in the solutions, by neglecting the updated solutions in Tabu List. The solutions in the Tabu List are updated in a FIFO manner.

**Termination criteria:** If the number of iterations is met or if the same fitness value is being repeated for some number of iterations, then the algorithm is terminated.

**Proposed work**

The proposed watermarking algorithm is as shown in Figure-1. SVD transform is applied to the original image $F$, i.e. $F = USV^T$, where $U$ and $V$ are orthogonal matrices and $S$ is a diagonal matrix. The diagonal matrix, $S$ is modified by the watermark image with the initial scaling factor, $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_N)$, where $N \times N$ is the size of the diagonal matrix as follows:

$$S' = S + \alpha W,$$

where $\alpha W$ is point wise multiplication, i.e., $\alpha W = (\alpha_1W_1, \alpha_2W_2, \ldots, \alpha_nW_n)^T$.

Apply SVD on $S'$ and the resulted matrices are $U_W, S_W$ and $V_W$, i.e. $S' = U_W S_W V_W^T$, where $U_W$, $V_W$ are orthogonal matrices and $S_W$ is a diagonal matrix with embedded watermark. Now Watermarked image, $F_W$ is obtained by multiplying three matrices $U, S_W$ and $V^T$, i.e. $F_W = U S_W V^T$. From the attacked versions of the watermarked image $F_W^*$, a watermark is extracted as follows. Apply SVD on possibly modified watermarked image resulting three matrices $U^*, S_W^*$ and $V^T$.

$$F_W^* = U^* S_W^* V^T$$

And then calculate

$$D^* = U_W S_W^* V_W^T$$

The extracted watermark $W^*$ is

$$W^* = (1/\alpha) (D^* - S).$$

The normalized cross correlation between inserted and extracted watermark ( $NC(W, W^*)$ ) is calculated. Then fitness for the watermarked image is calculated as a function of imperceptibility and robustness by using Tabu search as explained under Tabu-
search. For the initial random set of scaling factors, original image is watermarked and the fitness value is calculated for the attacked watermarked images. The set of scaling factors with minimum fitness value is utilized for generating candidate solutions as explained under Tabu-search. The candidate solution having minimum fitness value is selected for generating next set of scaling factors. If the Candidate solution already exists in Tabu list, pick the next candidate solution having minimum fitness. If the termination condition is met, then stop the operation. Otherwise, the new set of the scaling factor is used to generate the candidate solutions until the termination criteria is met.

**Fig: 1. Block diagram for the proposed watermarking algorithm**

**Block-wise SVD watermarking**

In order to capture the local properties of image in watermarking, Block-Wise SVD can be considered. Block-Wise SVD watermarking algorithm is explained in the [Fig: 2].

The Original image F is of size M x N and Watermark image W is of size a x b.

1) Divide F into blocks of size 8 x 8, then there will be M/8 x N/8 blocks.

2) A watermark W is linearized in row major fashion, say W' is of size 1 x ab, W'(i) is the ith value of W, using row major scheme.

3) F has M/8 x N/8 blocks, linearize the blocks in row major fashion as B (i), 1 ≤ i ≤ M/8 x N/8.
**Case-I: Considering highest singular value in each 8 x 8 block for watermarking**

In this case, highest singular value in each 8 x 8 block is considered for watermarking as it has high energy concentration.

\[ T = \left( \frac{ab}{M^2} \right)^2 \]

1) Calculate \( T \), where \( ab \) is number of linearized watermark coefficients, in order to compute how many watermark coefficients needs to be inserted in each of the 8 x 8 blocks.

2) If \( T \leq 1 \), then the size of the linearized watermark \( W' \) is less than the number of blocks. So, \( W'(i) \) is inserted into \( B(i), 1 \leq i \leq ab \).

3) If \( T > 1 \), we can insert more than one watermark coefficient in each 8 x 8 block. So, \( \left[ T' \right] \) number of watermark coefficients need to be inserted in each 8 x 8 block.

4) The strength of the watermark, \( W'(i), 1 \leq i \leq ab \), is modified by set of scaling factors \( \alpha = (\alpha_i), 1 \leq i \leq ab \).

5) The SVD is performed for each 8 x 8 block individually and arranged linearly in row major order.

6) The first singular value of the SVD of each block is modified by adding watermark coefficients with some strength i.e. scaling.

7) This set of scaling factors is determined by Tabu search algorithm. This technique is robust to cropping and average filtering attacks.

---

**Fig: 2. Block diagram for the block-wise SVD watermarking algorithm**
Block-wise SVD watermarking

Case II: Considering all the singular values for watermarking

In this case, all the singular values of each 8 x 8 block are considered for watermarking. Details are given below:

1) For example, the size of an original image F is 256 x 256 and the size of watermark image W is 32 x 32.

2) The original image is divided into 8 x 8 blocks, i.e. 1024 blocks of size 8 x 8 are available.

3) These blocks are organized linearly using row major fashion, i.e. B(i), 1 ≤ i ≤ 1024, where i corresponds to one 8 x 8 block.

4) The watermark is also linearized in row major order, i.e. W'(i), 1 ≤ i ≤ 1024.

5) If SVD is performed on B, then 8192 singular values will be available. In order to watermark all the singular values, the linearized watermark W' is expanded by a factor of 8 (8 copies of W').

6) The expanded watermark ,We (8 copies of W' that is of size 1 x 8192) is used for watermarking. Here for every 8 x 8 block two orthogonal matrices U & V and one diagonal matrix S will be available after performing SVD.

7) For 1024 blocks, U and V matrices are stored in a linear fashion.

8) The number of singular values available is 8192 and the size of expanded watermark, We is 1 x 8192. So, all the singular values of diagonal matrix S are watermarked in order to incorporate watermark in all 8 x 8 blocks and the modified Singular value matrix is S'. For Case II, the watermark W' needs to be replaced by We, in Figure-2.

9) The strength of the watermark is modified by a set of scale factors α = (αi), where 1 ≤ i ≤ 8192. This set of scaling factors is determined by Tabu search algorithm. Then Watermarked image is obtained by multiplying all three matrices U, S' and VT rearranging to the image of size 256 x 256 as shown in Figure-2.

RESULTS

The proposed watermarking scheme has been verified with the following attacks: Cropping, Rotation, Gaussian Noise, Average Filtering, Histogram equalization and JPEG compression. The experimental results have been compared with the results presented in [20] as shown in Table-1. For doing comparison between the inserted and extracted watermarks, 2D normalized correlation (NC) was used. If NC is closer to 1 then extracted watermark is closer to the inserted watermark. By considering multiple scaling factors for embedding the watermark we can achieve good improvement on robustness. More the strength of the scaling factor, better the robustness. On the dataset given in [54], the proposed technique is implemented and the average NC values are listed in Table-2. The original image, watermark and the extracted watermarks after attacks have been shown in Figure-3.

The watermarked image is cropped for different rows and columns and the NC values are listed in [Table-3]. JPEG compression with different quality factors have been performed on the watermarked image and the NC between the inserted and extracted watermark is calculated and listed in [Table-4]. NC values for different rotated versions of the watermarked image is computed and compared with the algorithm presented in [20]. The cropped, average filtered and rotated version of the watermarked image is as shown in Figure-4.

Table: 1. NC values of the extracted watermarks from different attacks for the image given in Fig: 2 (a)

<table>
<thead>
<tr>
<th>Attack</th>
<th>NC for proposed</th>
<th>NC for SVD+GA[20]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crop</td>
<td>0.9996</td>
<td>0.9995</td>
</tr>
<tr>
<td>Rotation</td>
<td>0.9932</td>
<td>0.9701</td>
</tr>
<tr>
<td>Gaussian Noise</td>
<td>0.9089</td>
<td>0.9069</td>
</tr>
<tr>
<td>Average Filtering</td>
<td>0.9804</td>
<td>0.9795</td>
</tr>
<tr>
<td>Histogram Equalization</td>
<td>0.9314</td>
<td>0.9286</td>
</tr>
<tr>
<td>JPEG Compression</td>
<td>0.9535</td>
<td>0.9415</td>
</tr>
</tbody>
</table>
Table: 2. Average NC values of the extracted watermarks from different attacks on images given in [54]

<table>
<thead>
<tr>
<th>Attack</th>
<th>NC for proposed</th>
<th>NC for SVD+GA[20]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crop</td>
<td>0.99952</td>
<td>0.99939</td>
</tr>
<tr>
<td>Rotation</td>
<td>0.983</td>
<td>0.9817</td>
</tr>
<tr>
<td>Gaussian Noise</td>
<td>0.885</td>
<td>0.888</td>
</tr>
<tr>
<td>Average Filtering</td>
<td>0.903</td>
<td>0.904</td>
</tr>
<tr>
<td>Histogram Equalization</td>
<td>0.957</td>
<td>0.953</td>
</tr>
</tbody>
</table>

Table: 3. NC values of watermarked image for different cropped versions for image given in Fig: 3 (a)

<table>
<thead>
<tr>
<th>Number of Rows Cropped (Out of 256)</th>
<th>Number of columns cropped (Out of 256)</th>
<th>NC for proposed</th>
<th>NC for SVD+GA[20]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>First 20 and last 6 columns</td>
<td>0.9996</td>
<td>0.9999</td>
</tr>
<tr>
<td>0</td>
<td>First 50 and last 6</td>
<td>0.9978</td>
<td>0.999</td>
</tr>
<tr>
<td>0</td>
<td>First 50 and last 56</td>
<td>0.9926</td>
<td>0.9937</td>
</tr>
<tr>
<td>0</td>
<td>First 20 and last 256</td>
<td>0.9956</td>
<td>0.9935</td>
</tr>
<tr>
<td>First 50</td>
<td>First 50</td>
<td>0.9911</td>
<td>0.999</td>
</tr>
<tr>
<td>First 100</td>
<td>First 50</td>
<td>0.9913</td>
<td>0.994</td>
</tr>
<tr>
<td>First 150</td>
<td>First 150</td>
<td>0.9743</td>
<td>0.9736</td>
</tr>
<tr>
<td>First 100</td>
<td>First 100</td>
<td>0.9895</td>
<td>0.9887</td>
</tr>
</tbody>
</table>

Table: 4. NC values of JPEG compression for different quality factors for image given in Fig: 2 (a)

<table>
<thead>
<tr>
<th>JPEG quality factor</th>
<th>NC for proposed</th>
<th>NC for SVD+GA[20]</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.9799</td>
<td>0.9798</td>
</tr>
<tr>
<td>75</td>
<td>0.9856</td>
<td>0.9851</td>
</tr>
<tr>
<td>90</td>
<td>0.9881</td>
<td>0.9872</td>
</tr>
<tr>
<td>95</td>
<td>0.9886</td>
<td>0.9876</td>
</tr>
</tbody>
</table>

Fig: 3. (a) Original image, (b) watermark, (c) Extracted watermarks after cropping, (d) Rotation, (e) Gaussian noise, (f) Average filtering, (g) Histogram equalization and (h) JPEG compression attacks respectively.
DISCUSSION

In order to evaluate the performance of the proposed watermarking scheme, experiments have been conducted on all the images from the dataset [54]. The robustness of the proposed scheme have been evaluated with different attacks such as rotation, cropping, JPEG compression, Histogram equalization, Average filtering and Gaussian noise and compared with the algorithm presented in [20]. The strength of the watermark will modify the quality of the singular values of the image. So, instead of maintaining constant scaling factor for all the singular values, multiple scaling factors are used that are optimal for each singular value of the image. The proposed Watermarking algorithm uses Tabu Search for finding optimal scaling factors with anti-cycling memory, which will avoid the search of generating a set of scaling factors that has been already generated in the previous steps. So, at every step, a new set of scaling factor, better than the previous set will be generated, providing better robustness and imperceptibility of the watermarking algorithm.

CONCLUSIONS

A digital image watermarking scheme based on SVD and Tabu search has been proposed in this paper. Multiple scaling factors are used to embed the watermark in the diagonal matrix instead of one constant value. Tabu search is used to optimize multiple scaling factors for different singular values of the diagonal matrix to embed the watermark. The proposed method performs successfully during the attacks and the watermark can be extracted with very less degradation. During the attacks, the correlation between the extracted and inserted watermark is closer to 1 (means similar) and it performs better than the other similar works. It is observed that the proposed method is more robust compared to the algorithm that used Genetic algorithm for finding optimal scaling factors.
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Table: 5. NC values of Watermarked image for rotation of the image given in Fig: 3 (c)

<table>
<thead>
<tr>
<th>Rotation (in degrees)</th>
<th>NC for proposed</th>
<th>NC for SVD+GA[20]</th>
</tr>
</thead>
<tbody>
<tr>
<td>-45</td>
<td>0.9785</td>
<td>0.9775</td>
</tr>
<tr>
<td>-15</td>
<td>0.9902</td>
<td>0.9901</td>
</tr>
<tr>
<td>-5</td>
<td>0.9985</td>
<td>0.9985</td>
</tr>
<tr>
<td>-2</td>
<td>0.9995</td>
<td>0.9996</td>
</tr>
<tr>
<td>2</td>
<td>0.9989</td>
<td>0.9988</td>
</tr>
<tr>
<td>5</td>
<td>0.9957</td>
<td>0.9954</td>
</tr>
<tr>
<td>15</td>
<td>0.9851</td>
<td>0.9851</td>
</tr>
<tr>
<td>45</td>
<td>0.9785</td>
<td>0.9775</td>
</tr>
</tbody>
</table>

Fig: 4. (a) Cropped, (b) Average filtered and (c) Rotated version of watermarked image respectively
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